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Abstract

Lepton Universality is an integral part of the Standard Model of Particle Physics.
This thesis describes new measurements carried out as part of a programme to test
this by comparing ratios of branching fractions of rare B meson decays that include
either electrons or muons in their otherwise equivalent final states. The ratios,
denoted Ry~ and Ry for B — K*¢*¢~ and Bt — KT(*¢~ decays respectively,
have been measured previously by LHCb, showing tension with the Standard Model

expectation at a level of 2-30.

This thesis investigates the simultaneous extraction of both of these ratios and
focuses on measurements of Tﬁw and rﬁjw These have the same final state particles
as the rare decay but are not expected to be sensitive to any physics beyond the
Standard Model as they are made in intervals of the squares of the dilepton invariant
masses corresponding to the decay of J/i) mesons. Hence, they are the ideal and
mandatory environment in which to study all aspects of the analysis to avoid bias

in the primary measurements or Ry and Rp.

All pp collision data recorded by the LHCb detector, corresponding to an integrated
luminosity of approx. 9fb™' at energies 7-13 TeV, are used. Measurements of the
integrated 7, value generally agree within 3o, while r, itself is flat as a function
of most kinematic and topological variables considered. Results obtained using
corrections derived from B or B® modes are consistent. These detailed measurements
of rj, demonstrate that it is now acceptable to proceed with the high-profile

determination of Ry and Ry-.

In addition, as validation of the LHCb detector simulation is vitally important
for reliable physics measurements, a test of the muon multiple scattering in the
LHCbD detector is presented and its implementation into LHCbPR, a browser-based

monitoring system which collates regular test results, is presented.
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Chapter 1

Introduction

1.1 The Standard Model of Particle Physics

The Standard Model (SM) of particle physics is a quantum field theory based
on three gauge groups, U(1l)y x SU(2);, x SU(3)¢, which describes our current
knowledge of particle physics [1-9]. The SM provides a description of three of
the four fundamental forces of nature (excluding gravity) and how they interact
with the fundamental particles of matter. In the SM, there are two categories of
particles, namely ‘matter’ particles and so-called ‘gauge bosons’, the quanta that
are exchanged between matter particles and are responsible for mediating the three
forces of the SM. The matter particles are known as fermions, have half-integer spins
and exist in two types: quarks, which are subject to the strong force, and leptons,
which are not. The force carriers are known as bosons and have integer spins. The

fermions and bosons of the SM and their properties are summarised in Fig. 1.1.

1.1.1 Fermions
Quarks and Hadrons

Quarks [11-13] are the building blocks of particles such as the proton and neutron
which form atomic nuclei. There are six types of quark, known as flavours, which
can be divided into two categories based upon their electric charge (in units of
the magnitude of the charge of the electron, |e|). The up-type quarks up, charm
and top (u, ¢, t) have a charge of +2/3. The down-type quarks down, strange
and bottom (d, s, b) have a charge of —1/3. Quarks also carry what is known as

colour charge and this can be red, green or blue (r, g, b). The internal (or additive)

1
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Figure 1.1: Table of the fundamental particles within the SM [10].

quantum numbers of antiparticle quarks (antiquarks) are equal in magnitude but
inverted in sign relative to those of matter quarks, meaning an anti-down quark
(d) has an electric charge of +1/3 and may have a colour charge of anti-red (7).
Quarks may also be divided by generation with the first generation consisting of u
and d, the second consisting of ¢ and s and the third consisting of ¢ and b. Each
generation contains an up-type and down-type quark. Masses are lowest in the first
generation and highest in the third generation, with the top quark being by far the

most massive.

Unbound, or free, quarks have not been observed [14] and the most common arrangements
are groups of either a quark-antiquark pair or three quarks or three antiquarks.

Particles consisting of a quark-antiquark pair, in general of differing flavours, are



known as mesons. Particles consisting of three quarks (antiquarks), such as the
proton (anti-proton), are known as baryons. Each quark (antiquark) is assigned a
so-called baryon number [15-17|, an additive quantum number based on phenomeno-
logical observations, of 1/3 (—1/3) and its conservation in all interactions ensures
the stability of the proton. The family of particles which are composed of quarks are
collectively known as hadrons and this includes the recently discovered pentaquarks,
which are five quark states, claimed by LHCb [18,19]. For a particle to exist freely
as a hadron it is hypothesised that it must be in a colour neutral state, which can be
satisfied by having bound states consisting of quark-antiquark pairs or three quarks
(three antiquarks). Since a single quark carries one colour charge it can never be
colour neutral and therefore should not exist in isolation, which is consistent with

experimental evidence [20].

Leptons

Leptons [1] are divided into two categories: charged leptons, such as the electron,
and neutral leptons (neutrinos). The charged leptons have electric charges of —1
and come in three flavours, electron, muon and tau (e, p, 7). The neutrinos have
no electric charge and also come the in same three flavours, namely electron, muon
and tau neutrinos (v., v,, v;). Leptons do not carry colour charge. The leptons are
also split into three generations each containing a charged lepton and a neutrino,
the first generation consists of e and v, the second consists of p and v, and the
third consists of 7 and v,. As before the only difference between the generations is

the masses of the particles with the tau being the most massive charged lepton.

Leptons carry an additive quantum number known as a lepton flavour number [21—
23] and it is postulated that this must be conserved in interactions within the SM.
The flavour number must be conserved overall and also separately within each
generation. Anti-leptons have opposite charge and opposite lepton numbers. An
example of lepton flavour conservation is that of the muon decay = — e~ +7. +v,,.
In the initial state, the muon lepton number, L, is +1. In the final state, L, is still
+1 and the electron lepton number, L, =1 — 1 = 0 hence overall lepton number is
conserved and this decay is allowed. This means that even though all the neutrinos
are massless in the SM they cannot all be the same particle since three flavours are
required to ensure lepton flavour number conservation. It is however still unclear

whether the neutrino is its own antiparticle [24].



1.1.2 Bosons

There are five bosons in the SM and these can be divided into the vector bosons,
which arise from gauge symmetry, and a scalar boson resulting from spontaneously
breaking a symmetry [6-8]. The vector bosons consist of gluons [4,5] and the
so-called electroweak bosons [1-3]: the photon, W* bosons and Z boson, and are
responsible for three of the fundamental forces. The scalar boson is the Higgs boson
responsible for giving particles mass. Forces manifest themselves via the exchange
of virtual particles, which are quantum fluctuations, that may exist at a different
mass to the 'real’ particle, or off mass-shell, for a time dictated by the uncertainty

principle.

The photon and the electromagnetic force

The photon is a massless, spin-1 boson responsible for the electromagnetic (EM)
force which binds electrons and the nucleus together within an atom. The photon
couples to any electrically charged particle making neutrinos the only fermions which
do not interact via the EM force. Since the photon is massless it travels at the
speed of light, ¢. Electromagnetism is the second strongest force, characterised by

an inverse square law on a macroscopic scale with an infinite range.

Electromagnetism arises naturally from the requirement that the theory should be
invariant under a local phase transformation ¢’ known as a U(1) transformation,
see e.g. Ref. [25]. The extra term added to the Lagrangian to satisfy this requirement

is associated with electromagnetic interactions.

Gluons and the strong nuclear force

The gluons are massless, spin-1 bosons responsible for the strong nuclear force which
binds protons and neutrons together in the nucleus. Gluons couple to any particle
having colour charge, such as quarks. However, as gluons also have colour charge
they self-interact, in contrast to the electromagnetic interaction of the photon. In
contrast to quarks, gluons carry two colours, such as rg for example. Gluons may
exist in eight colour permutations to satisfy the overall symmetry properties of
baryons, see e.g. Ref. [26]. The strong force is the strongest fundamental interaction
and it has a very short range due to the potential that is itself a consequence of the
gluons’ self-interaction. The strong potential between a quark antiquark pair can
be written as (e.g. Ref. [27])

V= —%—l—br, (1.1)



where r is the distance between the quarks and a and b are coefficients. In Eq. 1.1 we
see at short distances (or high energies) the 1/r term dominates. At large distances
(low energies) the term linear in r dominates, such that at a distance of around
2 fm it is energetically favourable to produce a pair of lighter quarks than to further
increase the separation of a pair of colour-connected fermions. Due to this linear
term in r the force effectively only has a very small range. This term is the source of
the postulated confinement that prevents the existence of quarks outside of bound
states. Gluons are a natural consequence of invariance of the theory under SU(3)¢

transformations where the C' stands for colour.

The W= and Z bosons and the weak nuclear force

The W#* and Z are massive, spin-1 bosons, responsible for the weak force which
causes (3 decay of the neutron. All fermions are subject to the weak force. The
weak force is weaker than both electromagnetism and the strong force at everyday
energy scales. Given the W+ and Z are so massive (around 80GeV and 91 GeV,
respectively, [14]), it follows from the Uncertainty Principle that the effective range
of the force is very small therefore it appears to be weak. However, intrinsically the
force has a comparable coupling strength to electromagnetism and at energy scales
greater than the mass of the W= the weak and EM forces contribute roughly equally.
It is possible to describe both the weak and EM interactions as manifestations of a
unified electroweak (EW) interaction [1-3].

An interesting aspect of the weak interaction is that it violates parity symmetry,
namely, the transformation (z,y,z) — (—x,—y,—z). As aresult of this observation [28],
it was determined that the weak interaction only interacts with the left-handed chiral
component of particle states, hence the L in SU(2),. Although parity was found
not to be respected in nature, it was expected that the combined operation of parity
and charge conjugation would remain intact. However, this was demonstrated not
to be the case by experiment [29]. Since CP violation is the only known mechanism
of arriving at an imbalance of matter and antimatter in the universe this is a

particularly interesting area of study.

Another novel property of the weak interaction is that it is the only force able
to change quark flavour. Flavour is generally conserved in every interaction and
for leptons this is true even for the weak interaction. However, when the weak
interaction is applied to quarks they may change flavour with varying probabilities

depending on the transition occurring. Changing flavour within a generation is



preferred but non-zero probabilities exist for flavour changes between the generations.
This will be further discussed in Sec. 1.2. This opens the door for the study of rare
decays where due to the low rate in the SM it may be possible to detect effects from
Beyond the Standard Model (BSM) particles.

The Higgs boson and the Yukawa Interaction

The Higgs boson is a massive, spin-0 boson, responsible for giving mass to the W=
and Z bosons as well as all the fermions through so-called Yukawa interactions. The
discovery of the Higgs boson in 2012 [30,31] completed the SM and the world-average
measured mass is 125.10 £0.14 GeV [14]. In contrast to the other bosons it does not
result from a gauge symmetry of the Lagrangian but from a spontaneous breaking
of a symmetry, namely the electroweak symmetry. It is postulated that the vacuum
state spontaneously breaks this symmetry, giving the W= and Z bosons their masses
and creating the Higgs boson. The Higgs boson then must also act to give the
fermions their masses. This is done by having the fermion and Higgs fields interacting
with each other in so-called Yukawa interactions which are gauge invariant. The
strength of the interaction is proportional to the mass of the fermion in question,
meaning the Higgs field interacts much more strongly with the ¢ quark, W* and Z

bosons than the leptons or first generation quarks.

1.2  Flavour and the weak interaction

1.2.1 The Cabibbo angle

As noted previously, the weak force is the only known interaction able to change
quark flavour. At a time when only the u, d and s quarks were known Cabibbo [32]
suggested that the weak coupling constant is universal but shared between quarks
with interactions proceeding between a u or d quark and an s quark being suppressed
relative to interactions between u and d quarks. The reason for introducing this
came from trying to explain the two weak decays K — pv, and K — 7lev,, the
first corresponding to a d — u 4+ W~ vertex and the second a s — u + W~. The

first process is around 12 times more likely to occur than the second [14].

In order to keep the universality of the weak coupling but simultaneously explain
the discrepancy in these decay rates, Cabibbo introduced the Cabibbo angle, 6c.

He proposed that the mass eigenstates which take part in the weak interactions are



rotations of the flavour eigenstates and suggested the doublet,

u u
= . (1.2)
d d-cosbc + s-sinfc

This quark mixing of the flavour eigenstates could explain the discrepancies in the

branching ratios of d — u and s — u transitions, since sin 6o ~ 0.22.

1.2.2 The GIM mechanism

The problem with Cabibbo’s solution was that it predicted very similar rates for
K — pv, and K} — pp with the second decay being a s — d transition, known
as a flavour changing neutral current (FCNC) since the transition occurs between
two quarks of the same electric charge. Cabibbo’s model permitted these types
of transitions to occur at tree level, which would violate charge conservation at
the vertex and lead to a decay rate much larger than observed. The solution was
proposed by Glashow, Iliopoulus and Maiani and known as the GIM mechanism [33].
They proposed a second doublet with an up type partner for the strange quark,

c c
= ‘ , (1.3)
s’ —dsinfc + scosbco

denoted by ¢ and called the charm quark, which was at this time undiscovered. This
second doublet cancels the FCNC term coming from Cabibbo’s doublet and demands
that the FCNC must proceed via a 'box’ diagram with virtual u and ¢ propagators,
explaining the small branching fraction in K? — uu decays. This cancellation can
be seen in Fig. 1.2. The charm quark was later discovered [34, 35|, vindicating this

idea.

1.2.3 The CKM matrix

Secs. 1.2.1 and 1.2.2 describe the hypothetical case of only two generations of quarks;
however, it is known that there are three generations. In this case a single mixing
angle will not suffice. To describe the mixing a 3 x 3 unitary matrix called the
Cabibbo-Kobayashi-Maskawa (CKM) matrix [37] is used. The unitarity of the
matrix ensures that the universality of the weak interaction is respected. A general
3 x 3 complex matrix has 2N? real parameters; however, the requirement of unitarity,
A(Ar)* = I, results in nine constraints of which only five are independent of each

other. This means there are four independent real parameters, three angles and one
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Figure 1.2: Feynman diagrams illustrating how the GIM mechanism accounts for
K? — up's low branching fraction [36].

complex phase. This complex phase, ¢, is responsible for CP violation, which is only
present in the weak interaction. In general a complex unitary matrix has (N — 1)?
real parameters, interestingly, this means that three generations is the minimum

number required for CP violation to exist.

The CKM matrix, Vegar, consists of elements V;; which describe the amplitude
of a weak interaction between two quarks ¢ and j. Eq. 1.4 reports the current
measured values of each of the CKM elements [14]. Transitions occurring within the
same generation are heavily favoured whilst transitions between the first and third
generations are heavily suppressed. A useful parametrisation of the CKM matrix is
that of Wolfenstein [38], seen in Eq. 1.5. The three real independent parameters are
represented by A\, A and p whilst the imaginary parameter is represented by 7; they



current values, determined from experiments, are stated in Eq. 1.6 [14].

Vud Vus Vub
Verkm = | Vo Vs Vi
Vie Vis Vi

0.97446 4+ 0.00010 0.22452 & 0.00044  0.00365 4 0.00012
=1 0.22438 £ 0.00044  0.973597399019  0.04214 £ 0.00076 (1.4)
0.0089675:00022  0.04133 £ 0.00074 0.999105 =4 0.000032

1—)%/2 A AX(p —in)
Vekm = - 1—)\%/2 AN? + O\ (1.5)
AN (1 —p—in) —AN 1

A = 0.2265040.00048, 7 = 0.35740.011, p=0.1417596 A =0.7901397. (1.6)

Again considering unitarity, two types of conditions are imposed on the elements of
the CKM matrix,

There are six combinations which equal zero and they can be represented as the
so-called unitary triangles on the complex plane. The most commonly used triangle

comes from the condition,
VaudVigp + VeaVey + ViaVy, = 0 (1.8)

and by dividing by V.4V, which is the best known, the triangle in Fig. 1.3 is

obtained.

With measured values for the various CKM elements, the angles of the unitarity
triangle, («, 8, ) can be determined. The current state of things is seen in Fig. 1.4.
At LHCD in particular a substantive effort is focused on determining the least

well known of the unitarity triangle angles, v, which is currently determined to
be (71.1139)° [39].
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Figure 1.3: Example of the most common unitarity triangle, in the complex

plane [14].
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Figure 1.4: Summary of current experimental knowledge of observables related to

the CKM matrix. Shaded areas have a 95% confidence limit [14].
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1.3 Limitations of the SM

The Standard Model is a very successful theory and well tested from the eV to the
low TeV scale. However, there are a number of unexplained questions that strongly

suggest that the SM is not a complete theory of nature.

Dark Matter and Dark Energy The SM describes the fundamental fermions
and bosons, however, this only makes up ~ 5% of the known universe [40].
A number of astronomical observations, such as the flat rotation curves of
galaxies, motivate the existence of dark matter but the SM can provide no
candidate dark matter particles. Many searches have been performed but so
far no dark matter candidates have been found, see e.g. Refs. [41-45|. Dark
energy makes up an even larger part of the known universe, used to explain
the further acceleration of the expansion of the universe. Here as well the SM

can provide no explanation.

Why three generations As previously noted, the quarks and leptons come in
three generations. This is the minimum number of generations required to
cause CP violation but the SM does not explain why there are only three

generations.

The Higgs Mass Hierarchy Problem In the SM the Higgs boson mass is not
predicted, which already hints at an incomplete theory. The hierarchy problem
is concerned with why the measured Higgs mass is not close to some very large
energy scale such as the Planck scale. If new physics exists at such a scale,
the Higgs boson should be subject to quantum corrections pushing its mass
upwards. The fact that its mass is so low suggests there is some fine-tuning
which exactly cancels out these corrections. It is this fine-tuning that is one
motivation for favouring supersymmetric (SUSY) models [46] as extensions to
the SM.

Matter-Antimatter asymmetry When the universe was created, matter and
antimatter are assumed to have been produced in equal amounts. Today the
universe is dominated by matter particles. Clearly this means there must have
been some interactions which violate CP symmetry. It is known that the weak
interaction violates CP symmetry but the amount of CP violation observed is
insufficient to account for the asymmetry. There is no fundamental reason why
the strong interaction cannot also violate CP but this has not been observed

and this is known as the strong CP problem.
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Neutrinos In the SM neutrinos were expected to have zero mass. However, it is
known from the discovery of neutrino oscillations [47-49| that neutrinos do
indeed have masses, so already the SM does not correctly describe neutrinos.
We also know that neutrino oscillations do not respect lepton number conservation
as neutrinos may change flavour spontaneously during flight. This has motivated

searches for lepton flavour violating decays at LHCb such as B® — p*e¥ [50].

Flavour The values of the CKM matrix and the equivalent lepton mixing PMNS
matrix [51] are known from experiment only. The SM cannot predict the values
of the elements of these matrices. Lepton flavour number conservation is not
a fundamental symmetry of the SM and has just been observed empirically to
be true. This coupled with the fact that this conservation law appears to be
broken for neutrino oscillations motivates tests of lepton universality, which
probe whether the electroweak coupling is in fact the same for all generations

of leptons, disregarding their mass differences.

1.4 Rare Decays as probe of the Standard Model

There are two main ways in which collider experiments search for evidence of physics
beyond the SM: direct and indirect detection.

Direct Detection Direct detection is the production of new particles and requires
sufficient energy in the centre-of-mass system of the experiment, whether
collider or fixed target, where they can be produced on mass-shell and consequently
reconstructed from their decay products, or inferred by an enhancement in the
observed cross-section. The drawback of this technique is that it is limited
by the maximum collision energy a particular particle accelerator may reach.
However, it has been very successful and was responsible for discovering the

W, Z and Higgs bosons, as well as all of the quarks.

Indirect Detection Without having a hard limit imposed by the collision energy,
indirect detection acts as an alternative through which BSM effects may be
discovered. The two main approaches are by making precision measurements
and the study of rare decays. Both types allow for probing of much higher
energy scales than direct detection can provide, however, if BSM effects are
observed there is some ambiguity as to what the cause of these effects may
be. If BSM physics is detected in this way it can inform the next generation

of direct detection machines.
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Precise measurements aim to reduce the uncertainty on the values of measured
observables of the SM to achieve an experimental precision similar to or
better than that of the theoretical predictions. Discrepancies found between
these can be an indication of BSM physics. An example of this type of
experiment is the measurement of the anomalous magnetic dipole moment of
the electron, predicted by quantum electrodynamics (QED), in this case theory
and experiment agree with each other to an unprecedented precision [52].
However, the analogous quantity for the muon has been measured [53] and
is in tension with the SM. If confirmed, this may suggest BSM physics is

playing some role.

The study of rare decays, that is, decays which in the SM have a relatively
low branching fraction, are considered a good laboratory for testing the SM to
its limits. Since the SM contribution to these decays is low, any contributions
from BSM physics are expected to be observable in deviations from the SM
branching fractions or angular distributions of the particles. Rare decays will
be a main focus of this work with FCNCs being studied in particular. FCNCs
are a promising area to study as in the SM they do not occur at tree level,
but instead occur at loop order, and thus have a small branching fraction. As
particles within the loop are virtual this means potential BSM particles with
masses much higher than direct detection methods may access can contribute,

altering predicted properties of the decay.

1.5 Lepton Flavour Universality

Lepton Flavour Universality (LFU) describes the property that all (charged) leptons
have the same electro-weak coupling constant in the SM, meaning that the photon
and the Z and W bosons have the same coupling strength to all leptons. The
only difference between the lepton couplings in the SM comes from their respective
Yukawa couplings as a result of the different masses of the leptons. Therefore any
deviation from LFU, once differences from the Yukawa couplings are accounted for,
indicates the presence of BSM physics. Of particular interest in this work is probing
LFU with FCNC decays which involve b — s¢*t¢~ quark transitions. These types
of decays are rare enough that BSM physics may be disentangled from SM effects
but also numerous enough given LHCb’s integrated luminosity to have statistically

significant samples for study.
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1.5.1 Experimental status

Many tests of LFU and searches for its violation have been conducted in various
experimental settings over the years. The main focus of this work is related to
LFU searches in the B sector, discussed further in Sec. 1.6.1, however a very broad

overview will be given here.

7/ decays Measurements of the ratios of the partial widths of the decays of Z
bosons to pairs of charged leptons have been performed at both LEP [54] and
ATLAS [55] with both measurements supporting LFU in Z decays.

W decays Measurements of the ratio of the branching fractions of W bosons decaying
to an electron and a 7, or a p and a 7, have been performed by LEP [56],
CDF [57] LHCb [58] and ATLAS [55] experiments with all measurements
supporting LFU in W decays. Measurements involving W boson decays to
a 7 and a 7, are dominated by LEP [56|, the precision of these measurements
is about an order of magnitude lower for W decays to the first two generations

of leptons and is consistent with the SM at the 2.60 level.

Psuedoscalar meson decays Measurements of the ratios of the decays of kaons
and pions to an electron and anti-electron neutrino or a muon and anti-muon
neutrino are dominated by the NA62 [59] and PIENU [60] results respectively.
Both results support LFU in kaon and pion decays, however, the result for
pion decays is still an order of magnitude away from the SM prediction.
Measurements of a similar ratio [39] for the D, meson involving muonic and

tauonic decay modes also support LFU.

Purely leptonic decays Using tau decays to purely leptonic final states following
the analysis of Ref. [61] ratios of coupling constants of the various leptons in
flavour changing charged current interactions can be determined. All permutations

of the ratios within the three lepton generations were consistent with unity.

J/y decays The ratio of the partial widths of decays from Ref. [14] of the J/)
meson to pairs of electrons or muons are found to be consistent with LFU.
This is exploited by the LHCb measurements of Rx and Rg+ ratios, discussed
in Sec. 1.6.2.
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1.5.2 Lepton Universality in b-quark decays

Since this work will focus on b — s/T¢~ quark transitions it is useful to separate
effects coming from the b quark mass scale, m;, and below from those scales above
this such as the electroweak scale, the top quark mass and the Higgs mass. This
can be done using an effective field theory approach [62,63] which is similar to the
Fermi theory of weak interactions [64], allowing a low energy equivalent theory to
be constructed. In the Fermi theory the short distance propagation of the W' boson
is replaced by a four-fermion contact interaction and for b — s¢T¢~ transitions
contributions from scales above m;, are dealt with in a similar way. Contributions
from lower scales are allowed to propagate and constitute the long distance effects.
The result is to have coefficients, known as Wilson coefficients, which encapsulate
the short distance effects above a set energy scale, p, and operators describing
propagation of fields over distances larger than 1/u. Here, the renormalisation scale

[t = my but in general it may be set to whatever is convenient for a given situation.

For b— s¢*{~ decays, which are FCNCs, the effective Hamiltonian is of the form [65]

Heg(b— sl = —%%bK:ZiCiOi, (1.9)
where the O; are the various four-fermion operators describing the fields propagating
over the long distances and the C; are the Wilson coefficients which describe the
short distance effects from fields such as the W, Z, H and t. The Wilson coefficients
may be calculated peturbatively. In the SM due to lepton universality the values
of these coefficients should be identical for all three lepton generations. The CKM
factor Vi, Vs is from the dominant loop contribution, whilst the factor V,,;, V) is much

smaller as seen in Eq. 1.4 and is hence neglected.

There are three dominant operators contained in Eq. 1.9 in the SM:

O = 62 my (50, Prb) F*” (1.10)
e? _
— P "
Oy, = @(SWMPLZ))(ZV ) (1.11)
ez _
Oy = @(SVuPLb)UVM%Z)a (1'12)
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where P, p = (1F75)/2, which projects left or right handed chirality, is included in
Og; and Oy because the weak interaction acts on left handed particles. The index [
denotes the lepton flavour involved. The electromagnetic field tensor is denoted F*”
whilst 0, = i/2[7,,7,] and e is the coupling constant of QED. Note that Eq. 1.10
does not contain any leptonic terms since this interaction is mediated by the photon
which is allowed to propagate as a light field; in contrast, Eqs. 1.11 and 1.12 are
full 4 fermion interactions analogous to Fermi theory as they would proceed via a
W boson interaction, which is a heavy field for this choice of . These interactions

are illustrated in Fig. 1.5.
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Figure 1.5: Illustrations of b — s¢*¢~ transitions with the effective Hamiltonian
method [65]. The red dot denotes a local operator. Transition corresponding to:
(left) O7 with a photon propagator; (right) Og; 10 Which is a four fermion contact
interaction.

The advantage of this approach is that BSM effects can be included fairly simply: the
values of the Wilson coefficients can be shifted from their SM values and additional
operators, which are either absent from the SM or heavily suppressed, can be
enhanced. In particular for LFU it could be envisaged that the Wilson coefficients
for each of the lepton generations are not identical, which would generate lepton

flavour violating effects.

A further complication to this approach comes from soft gluons, which correspond
to long distance QCD effects. The short distance QCD effects are resummed in the
Wilson coefficients but the long distance effects are responsible for hadronisation
from the initial B hadron into the final state hadrons; the decay amplitude is
generally written as C; x (F|O;|I) where I and F' are the initial and final state
respectively. Expressions of this type can be computed and generally include what
are known as form factors, which are scalar quantities that depend on some Lorentz
invariant kinematic quantity such as the squared dilepton invariant mass, ¢>. However,

in the FCNC case of b— s {1/~ decays the lepton pair may come from the annihilation
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of a ¢¢ pair (charm loop). An example of how a charm loop may contribute can be
seen in Fig. 1.6. In the SM the J/ip and ¢(2S) mesons have large amplitudes, so
that cases involving the charm loops dominate for ¢ close to these meson masses
and therefore these regions are generally excluded when studying rare, non-resonant
decays to inclusive dilepton final states. These regions are often useful as control
channels due to their large amplitudes and having the same final state particles as

the signal channel.

Y

Figure 1.6: Illustration of how a charm loop may contribute to a b — s¢T(~
transition with the effective Hamiltonian method [65]. The red point denotes a
four quark operator in place of a W exchange in the full theory.

In order to reduce dependence on form factors, which must be calculated non-perturbatively
and thus are subject to large theoretical uncertainties, it was proposed to measure

ratios of the form [66]
qrznax dF(B+%XN+/J‘7) dq2

R U de* 1.13
X dr(Bf—Xete™) 3.0’ (1.13)
Biin dg? q

where X represents a hadron that contains an s quark and I' represents the decay
rate which is integrated over a specific range of ¢2. In this work the Rx and Ry~
ratios will be considered in particular. The advantage of these observables is that the
hadronic form factors largely cancel out making this very clean from a theoretical
standpoint. In the SM it is expected that these ratios should have values close to
unity, after taking into account both the accessible ¢? regions in which measurements
are performed and lepton mass effects, and therefore any significant departure from

this is expected to be a signal of BSM physics.
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1.6 LFU measurements in the B sector

1.6.1 ete and p-p colliders

The motivation for continued study of LFU comes primarily from measurements
obtained with B meson decays, the so-called B sector. Generally outside the B
sector experimental results have agreed very well with SM predictions, with the
exception of LFU tests involving W boson decays to tau leptons at LEP where a
2.60 deviation was observed. A review of the current measurements outside of the
B sector can be found in Ref. [65].

Within the B sector there are two types of initial states contributing to results:
experiments at ete™ colliders (Belle, Belle-II and BaBar), and those at the LHC
p-p collider, dominated by LHCb. The ete™ colliders generally provide a cleaner
experimental environment, however, LHCb is able to reach higher collision energies.
Also at the LHC from 2018 ATLAS and CMS used a new B trigger in order to

provide LFU measurements but their precision is not yet known.

The particle identification performance necessary to separate kaons and pions and
the reconstructed B mass resolution from charged hadrons are quite similar between
the two types of experiments, however, muon and electron reconstruction presents
the most important differences for LFU measurements. The eTe™ colliders operate
at a centre of mass energy around the Y(45) meson (10.58 GeV), which decays to
B-B pairs more than 96% of the time. In contrast, the LHC operates on the TeV
scale so the decay products of B mesons produced there are much more energetic.
This means that for decays involving electrons LHC experiments experience much
more bremsstrahlung than eTe~ colliders. Both types of experiments employ a
bremsstrahlung recovery algorithm to offset this effect. As a result of this difference,
at Belle the reconstructed resolution of J/i) (ee) events is only slightly wider than
in J/ (up) events. However, reconstructing B® — K*9utpu~ and B — K*%ete™ at
LHCb shows that the decay involving electrons has a much wider resolution than
the decay involving muons and also has a long radiative tail. Bremsstrahlung at
LHCD is discussed in detail in Sec. 2.2.4. Furthermore, Bt — K1¢*{~ decays the
ete™ colliders, judging by their reported yields, result in a roughly equal number of
events split between the muon and electron modes. At LHCDb the recorded yield
for the decay with muons is more than seven times larger than the same with
electrons. These discrepancies motivate using double ratio-based observables in

LHCb analyses, such as the analysis presented in this work which will be outlined
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Table 1.1: Comparison of LHCb and Belle-II Ry ratio measurements in similar ¢?
windows. The first uncertainty is statistical and the second is systematic.

Experiment (year) | Hadron | ¢* ( GeV/c?) Value Ref.
LHCb (2014) K+ 1.0-6.0 | 0.7457009% +0.036 | [68]
LHCb (2019) K+ 1.1-6.0 0.8467005% T | [69]
Belle-IT (2019) K+ 1.0-6.0 1.31793 +0.07 | [70]
LHCb (2017) K 0.045-1.1 0.66704s £0.05 | [71]
Belle-IT (2019) K 0.045-1.1 0467052 +0.07 | [72]
LHCb (2017) K* 1.1-6.0 0.69704L +0.05 | [71]
Belle-IT (2019) K0 1.1-6.0 1.0679%3 +0.13 | [72]
in Sec. 3.

1.6.2 b— s{T¢ transitions

A survey of the current experimental status of LFU in b — s/¢*¢~ transitions will
follow, as they are the focus of this work. A recent review of current measurements
in other areas of the B sector can be found in Ref. [65]. An area in which both types
of experiment have contributed results is in taking ratios of branching fractions of

decays differing only by the pair of final state leptons present such as in Eq. 1.13.

Although there are differences between the two collider types mentioned above, there
is some common ground between the two experimental procedures. The areas where
the J/i) and 1(2S) resonances dominate in ¢* are vetoed in both cases as these areas
have very large SM contributions. Also, the K*0 is only reconstructed in a region
where the K*° (892) resonance is dominant. The main area of focus so far has
been on Ry and Rg-, corresponding to BY — K+¢*t¢~ and B° — K*°¢*¢~ decays
respectively, due to their relatively large branching fractions. However, LHCb has
also recently published a measurement for R, [67], corresponding to A) — pK (¢~
decays. Belle and Babar took measurements in different ¢® ranges than LHCD,
current Belle-II measurements have been made in ¢? ranges comparable to both

types of experiment and the results can be seen in Tabs. 1.1 and 1.2.

1.6.3 Standard model predictions: Ry and R~

Accurate theoretical predictions of Rx ratios can be made due to form factor
cancellations discussed in Sec. 1.5. However, this is only true if there are no large

LFU violating effects. If there are then the cancellation of the form factors may
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Table 1.2: Comparison of Belle, BaBar and Belle-II Ry measurements. The first
uncertainty is statistical and the second is systematic.

Experiment (year) | Hadron ¢ (GeV/c?) Value Ref.
Belle (2009) K 0-kin. endpoint | 1.03+0.19 +0.06 | [73]
Belle-IT (2019) K+ 0.1-kin. endpoint | 1.047578+0.06 | [72]
BaBar (2012) K 0.1-8.12 0.74703% +£0.06 | [74]
Belle-1I (2019) K+ 0.1-4.0 0.927027 4+ 0.05 | [72]
Belle-IT (2019) K 4.0-8.12 1.227032 4 0.07 | [72]
BaBar (2012) K >10.11 1.43706% £ 0.12 | [74]
Belle-II (2019) K+ >14.18 1.08%939 4+ 0.06 | [72]
Belle (2009) K* 0-kin. endpoint | 0.83 £0.17 £ 0.08 | [73]
Belle-1T (2019) K* | 0.045 kin. endpoint | 1.12 732 +0.09 | [72]
Babar (2012) K* 0.10-8.12 1.067038 +0.08 | [74]
Belle-II (2019) K*0 0.1-8.0 0.867032 +£0.08 | [72]
Babar (2012) K* >10.11 L1805 +0.11 | [74]
Belle-IT (2019) K 15-19 1127980 +0.10 | [72]

not be as complete as in the SM case. The LFU violating effects may come from
BSM physics or lepton mass effects, but the latter would only occur at low-¢? where
m?/q* (m; denotes the mass of the lepton) is not small compared to unity, typically
below a ¢* value of 1GeV/c?. This effect in particular would affect the first bin
in LHCb’s Rg+ measurement and leads to larger theoretical uncertainties in this
region. It has also been established that radiative corrections one might expect in
these calculations are small and under control [75]. A selection of SM predictions
can be found in Tab. 1.3, most of which are compatible with unity except in the

lowest ¢? region for Ry-.

With comparison to the experimental results, the latest Rx and R+ measurements
at LHCb are found to be consistent with the SM at levels of 2.5¢ and 2.1-2.50,
The Belle and BaBar

measurements are all in agreement with the SM, as are the Belle-II results, however,

respectively, leaving open the possibility of new physics.

all of these measurements lack the statistical precision of the LHCDb results. These
tensions motivate the main body of this work, which is probing lepton universality
with the Rx and Ry« ratios simultaneously using the full LHCb RUN 1 and RUN 2

datasets.
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Table 1.3: Standard Model predictions for the LFU ratios Rx and Ry~

¢ region (GeV/c®) |Ref. [76] (2018) | Ref. [77] (2017) | Ref. [78] (2017) | Ref. [75] (2016)

Ry (0.045 < g2 < 1.1)|  0.9240.02 0.92070006 | 0.9259+0.0041 | 0.906+0.028
Rg« (11 < ¢*><6.0) | 1.00£0.01 0.996:£0.002 | 0.996540.0006 | 1.000-£0.010

Rk (1.0 < ¢* < 6.0) 1.0040.01 1.000470 0505 - 1.000+£0.010
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Chapter 2

The Large Hadron Collider and the LHCb

Detector

2.1 The Large Hadron Collider

The Large Hadron Collider (LHC) [79] is a two ring hadron accelerator and collider
located at CERN in Geneva, Switzerland. The LHC is located in a 27 km tunnel
at a depth varying 45-175m around its circumference. The collider is capable of
colliding proton-proton and also heavy ion beams, with the two ring system allowing
the beams to collide at four designated interaction points along its circumference.
Around the four interaction points are the four largest experiments associated with
the LHC, the two general purpose detectors, ATLAS and CMS, and two detectors
looking at more specific areas of particle physics, LHCb and ALICE as can be seen
in Fig. 2.1.

The protons used within the LHC originate from bottles of hydrogen gas. The
hydrogen is stripped of its electrons using an electric field leaving behind protons
which are then accelerated using Linac2 up to 50 MeV. The protons are then injected
into the Proton Synchrotron Booster (PSB) and accelerated to 1.4 GeV, from here
the protons are further accelerated to 25 GeV in the Proton Synchrotron (PS) and
then to 450 GeV in the Super Proton Synchrotron (SPS). At this stage the beam is
injected into the two rings of the LHC where the protons are accelerated to their
nominal energy. In 2018 operation the collision energy was 13 TeV so each proton
beam was accelerated to an energy of 6.5 TeV. With the design specifications of the

LHC a maximum of 2808 bunches consisting of 10'* protons can be circulated per
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The CERN accelerator complex
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Figure 2.1: The accelerator complex of the LHC and associated experiments [80].

proton beam with a typical bunch crossing every 25 ns, corresponding to a collision
rate of 40 MHz at each interaction point. The proton beams are bent around the
LHC tunnel with 8.3T superconducting dipole magnets, quadrupole magnets are
used to focus the beams and higher order multipole magnets are used for further

small corrections.

The design centre of mass energy (v/s) and instantaneous luminosity of the LHC
are 14TeV and 103 cm=2s7! respectively. In 2011 /s at the LHC was 7TeV
corresponding to 3.5TeV proton beams, in 2012 this was increased to 8 TeV and
between 2015 and 2018 this was further increased to 13 TeV. During 2011-2012 the
peak instantaneous luminosity reached 1.7 x 103 ecm2s7! and in 20152018 this

2571, the latter value being more than twice the design

value was 2.1 x 103 ecm™
luminosity. Currently the LHC is in its third long shutdown with many detectors

undergoing upgrades in anticipation of the third run of the LHC in 2022.
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2.2 The LHCb Detector

The LHCb detector [81,82] was designed specifically to look for CP-violation in
predominantly B meson decays and now also contributes in many areas including D
meson decays, rare decays and hadron spectroscopy. The detector is a single arm
forward spectrometer, it is designed in this manner as at high energies proton-proton
interactions produce highly boosted virtual gluons, when the resulting gluon interactions
produce bb pairs they will remain at small angles due to the large boost. The
detector is sensitive to an angular range of 10-300 mrad which corresponds to a

pseudorapidity, 7, in the range of 2 < n < 5. The pseudorapidity is defined as
n = —In(tan(6/2)). (2.1)

In Eq. 2.1 @ is the angle between the momentum of the particle and the beam

direction (the z-axis in Fig. 2.2).

RUN 1 took place during 2011 and 2012 recording a combined integrated luminosity
of 3fb™!. In 2011 when the centre of mass energy was 7 TeV the cross-section for bb
production was measured to be 295 ub which results in a production cross-section for
b flavoured hadrons in LHCD’s i) range of 72+ 7 ub [83]. RUN 2 took place from 2015
to 2018, recording a combined integrated luminosity of 6fb™!. In RUN2 when the
centre of mass energy was 13 TeV the cross-section for bb production was measured
to be 600 b which results in a production cross-section for b flavoured hadrons in
LHCb’s n range of 154+14 ub [83].

The LHCb detector itself consists of several sub-detectors visible in Fig. 2.2 which
will be described in more detail in the following sections. The sub-detectors fall into
two main categories, tracking and particle identification (PID). The tracking system
handles vertex detection and momentum measurements. The minimum distance of a
track to the primary vertex (PV), called the impact parameter (IP), can be measured
with a resolution of (15 + 29/py)um. The measurements of the momentum of
charged particles have relative uncertainties of 0.5% at low momentum increasing
to 2% at 200 GeV. The PID system consists of Ring Imaging Cherenkov (RICH)
detectors [84], a calorimeter system and a muon system. The RICH detectors
provide PID information for different types of charged particles and are crucial for
differentiating between protons, kaons and pions. The calorimeter system provides
further PID information for hadrons, electrons and photons. This system is also

essential for identifying neutral particles which will deposit energy here but otherwise
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Figure 2.2: A side view of the LHCb detector [81].

cannot be tracked in the detector. The muon system is located towards the end of

the detector as muons are the most penetrating particles commonly dealt with.

At nominal operation the LHC provides an event rate of 40 MHz. In order to reduce
this to a manageable rate of 1 MHz a two stage trigger is employed. The first stage,
implemented in hardware, is primarily to limit the event rate by looking for evidence
of interesting activity within the detector, while the second stage performs an online
reconstruction and verifies that tight quality and momentum requirements of tracks
are met. Once an event has passed the trigger system it is written to long-term

storage.

2.2.1 Luminosity levelling

One key difference for LHCb compared to the general purpose detectors is that
it runs at a lower instantaneous luminosity, 3.5 x 1032 cm™2s™! in 2011 and 4 x
1032 cm~2 s~ for all other years of running. This is around two orders of magnitude
lower than the LHC is able to provide but twice the design luminosity of LHCb
(2 x 1032 cm™2s7!). Since this luminosity is much lower than the LHC is capable
of delivering at the interaction point, it also means that the luminosity during the

course of a fill can be kept constant whereas if you take the maximum luminosity
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the LHC provides this will decay over time, as is illustrated in Fig. 2.3. In order
to run at this lower luminosity constantly a technique called luminosity levelling is
employed. At the beginning of a run the beams are displaced slightly from head on
collisions whilst keeping the same crossing angle. As the luminosity begins to drop
from the desired operating luminosity the beams can be brought closer together

again.
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Figure 2.3: A plot showing luminosity levelling in LHCb compared to the luminosity
of ATLAS and CMS. It can be seen the luminosity of LHCDb is kept stable for roughly
15 hours [82].

Using luminosity levelling minimises issues arising from luminosity decay and allows
the same trigger configuration to be kept during a fill of the LHC. It also means that
the detector occupancy remains roughly constant over the course of a fill reducing
systematics associated with changes in performance due to occupancy. Another
advantage of this procedure is that the number of interactions per bunch crossing,
or pile-up, can be regulated. By keeping the luminosity relatively low the pile-up
remains small, which is important for LHCb because bunch crossings with many
primary vertices (PVs) reduce the efficiency for detecting secondary vertices (SVs),

which are crucial to detect b hadrons.
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2.2.2 Tracking

The tracking system consists of the Vertex Locator (VELO) [85] and four planar
tracking stations, the Tracker Turicensis (TT) [86] upstream of the magnet and
tracking stations T1-T3 downstream of the magnet. The VELO and TT use only
silicon microstrip detectors, these are also used in T'1-T'3 but only in the region close
to the beampipe known as the Inner Tracker (IT) [87]. The outer regions of T1-T3

use straw-tubes and these are known as the Outer Tracker (OT) [88].

VELO

To be able to reconstruct vertices is of paramount importance for LHCb and the
VELO facilitates this with precise measurements of track coordinates using silicon
strip detector technology. This allows for production and decay vertices to be
located, particle lifetimes to be measured and for IPs of particles used for flavour
tagging to be determined. In order to cover the angular acceptance of the downstream
detectors the VELO covers a pseudorapidity range of 1.6 < n < 4.9 and can detect

particles emerging from primary vertices in the range of |z| < 10.6 cm.

The VELO is split into two halves and to cover the required azimuthal acceptance
these must overlap. The minimum radial distance from the beamline to the sensitive
area is 7Tmm. This distance is smaller than the beam aperture while the proton beams
are being ramped to full energy and therefore the sensors must be retractable. A
cylindrical geometry (r, ¢, z) is used to reconstruct the tracks as this is the most
efficient in software. The r and ¢ coordinates are determined using dedicated silicon
sensors arranged along the beam direction, therefore the z-coordinate is given by
the location of the sensor. The R-sensors are concentric semi-circles with their
centres located on the beam axis, split into 45 degree sections to keep occupancy
to a minimum. The ¢-sensors read out the orthogonal coordinate to the R-sensors
having strips which run radially but subdivided into two regions called the inner
region and the outer region, which begins at » = 17.25mm, to keep the occupancy
at an acceptable level. The sensor layout can be seen in Fig. 2.4a. In each VELO
half there are 21 modules which contain both types of detectors. The modules are
subsequently mounted in RF-boxes which are enclosed in a secondary vacuum to
the machine vacuum by an RF-foil which faces the beam as seen in Fig. 2.4b. The
purpose of the RF-boxes and foils is threefold: to provide shielding from RF pick up
due to the beams; to guide wakefields in a way which prevents impedance disruptions
to the beams, and to protect the LHC vacuum from any outgassing from the VELO

modules which may occur.
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Figure 2.4: The VELO sub-detector.

Studies performed during RUN 1 determined that the track finding efficiency of the
VELO is generally greater than 98%. A PV resolution of 13 um in the transverse
plane and 71 um along the beam axis can be expected for vertices with 25 tracks
and an IP resolution of less than 35 um can be achieved for particles with transverse
momenta above 1 GeV/c [89].

Silicon Tracker and Quter Tracker

The Silicon Tracker (ST) consists of the TT and the IT, both of which use silicon
microstrip technology. The TT is 150 cm wide and 130 cm high, has an active area

2 and covers the full angular acceptance of the experiment. As it

of roughly 8.4m
is located upstream of the magnet it can reconstruct tracks corresponding to low
momentum particles which are lost in the downstream acceptance. The IT is a
120 cm wide and 40 cm high cross shaped region in the centre of each of the T1-T3
tracking stations and has a total active area of 4 m?. It has a much higher granularity
than the OT as a greater particle flux is present closer to the beamline. Each of
the ST stations have four layers of detectors in a (z-u-v-z) arrangement meaning
they have vertical strips in the first and last layers and the middle two layers (u
and v) are rotated by +5° respectively. This feature allows for the y-coordinate
to be determined. Using RUN 1 data it was found that the TT and IT both have
hit efficiencies of well over 99% and in 2011 the hit resolutions were 52.6 um and

50.3 pm for the TT and IT respectively [82].

The OT is a gaseous straw tube detector [88| which tracks charged particles over a

large acceptance area and provides measurements of their momenta. It is arranged
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as an array of gas-tight straw tube modules, these modules also being placed in a
(z-u-v-z) arrangement. The area covered is around 30 m? with 12 double layers of
straw tubes. The gas used is a 70:30 mixture of argon and carbon dioxide as this
yields a sufficiently fast drift time of 50 ns and a good drift-coordinate resolution of
200 um in the x-direction. Studies using RUN 1 data estimated that the hit efficiency
in the central half of the straw tube was 99.2% and hit resolution was 200 wm with
no signs of ageing due to radiation detected [90]. In RUN 2 a real time calibration
of the time alignment of the detector and the alignment of the layers composing
detector modules was introduced and studies with 2015 and 2016 data determined
this increased the resolution on the drift time and the position measurements of the
OT by 20% [91].

LHCb's Magnet

LHCb’s Magnet [92] is essential in providing momentum measurements for charged
particles and has a bending power of 4 Tm (over a 10m track length). The magnet
covers the full acceptance of LHCb and consists of two coils placed symmetrically
and an iron yoke. A nominal current of 5.85kA is used. In order to achieve the
design momentum resolution for charged particles the magnetic field was required
to be known with a relative precision of a few times 10~*. Using an array of hall
probes the precision of the magnetic field measurement is able to be determined to
a relative precision of 4 x 10~* making the desired momentum resolution achievable.
To control systematic effects coming from the detector the polarity of the magnet
is often changed for data taking runs with the aim of collecting a roughly equal

amount of data from both polarities (referred to as MagUp and MagDown).

Track Types in LHCb

Tracks in LHCb are classified into types depending on the sub-detectors in which

hits are recorded. The classifications of tracks, summarised in Fig. 2.5, are:

Long Tracks - Hits detected in the VELO and T stations and may also have
hits detected in the TT.

Downstream Tracks - Hits detected in the TT and T stations but not in
the VELO.

VELO Tracks - Hits detected only in the VELO.

Upstream Tracks - Hits detected in only the VELO and the TT.
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e T Tracks - Hits detected in one or more of the T stations only.

For physics analyses long and downstream tracks are used, long tracks are preferred
if possible as they contain more information but for long lived particles downstream
tracks may be the best tracks available. The other types of tracks are mainly used

for sub-detector studies and calibrations.

magnet T stations
TT T track
VELO
L~
upstream track [
i long track

VELO track T

downstream track

Figure 2.5: Diagram showing the different type of track classifications in LHCDb,
with relevant detectors labelled [93].

2.2.3 RICH

In LHCD distinguishing between pions and kaons is essential as they are often key
decay products of many physics analyses. The RICH system [94] provides this
distinction and consists of two detectors providing PID over a momentum range of
2-100 GeV/c and covering the whole angular acceptance of the experiment. As low
momentum particles are likely to be deflected beyond the downstream acceptance,
RICH 1 is placed upstream of the magnet and is used to identify particles with
momenta of 2 to 40 GeV/c. RICH 1 covers an angular acceptance of 25-300 mrad.
RICH 2 is downstream of the magnet and covers the higher momentum tracks, less

affected by the magnet, with an angular acceptance of 12-120 mrad.

The RICH detectors make use of the Cherenkov effect [95] to detect charged particles.
The detectors are filled with gas (C4F1o in RICH 1 and CF, in RICH 2) and when
charged particles travelling faster than the speed of light in the gas pass through
the detector, Cherenkov photons are produced. The angle, 6, at which Cherenkov

photons are produced depends on the refractive index, n, of the medium and the
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velocity, v, of the particle expressed as

1

cos(f) = B

(2.2)
where 5 is v/c. Since the refractive index is approximately constant the emission
angle of the photons contains information about the velocity of the particle traversing
the detector. Due to the mass differences between the various particles each starts
to emit Cherenkov light at different momentum thresholds leading to the bands
which can be seen in Fig. 2.6. In RUN1 as well as C,Fyy gas, there was also
aerogel in RICH 1. The aerogel was more performant in the low momentum region
complimenting the gas that was present. However in RUN 2 the aerogel was removed
as in a higher multiplicity environment its ability to provide PID for kaons below
the C4F1¢p momentum threshold was compromised by the sheer number of photons
in RICH 1. This aerogel was also blocking a portion of Cherenkov photons from
between the entrance window and the aerogel location as shown in Fig. 2.7. The
removal of the aerogel also reduced the time taken for RICH reconstruction as it
reduced the number of photon candidates associated with tracks by more than a

factor of two.

Once Cherenkov photons are produced they are focused into ring images using
a combination of flat and spherical mirrors which reflect the image out of the
spectrometer acceptance. This reduces the material budget in the active portion
of the detector. Hybrid Photon Detectors (HPDs) are used to detect Cherenkov
photons in the wavelength range 200-600 nm. The HPD is a vacuum photon detector
in which a Cherenkov photon produces a photoelectron which is accelerated onto
a silicon detector. A total of 484 HPDs are used in total by both detectors. As
protection the HPDs are surrounded by iron shields and placed in MuMetal cylinders

which allow them to operate in magnetic fields of up to 50mT.

2.2.4 Calorimetry

The calorimeter system [96] is an important input to the hardware trigger providing
it with transverse energy measurements of hadrons, electrons and photons. It also
provides PID information for electrons, photons and hadrons (including neutrals)
as well as their energies and positions. The system consists of four detectors, the
first an incoming particle will see is the Scintillating Pad Detector (SPD) which is
used to detect charged particles. This is followed by a thin sheet of lead designed
to convert photons to electrons. After this is the Pre-Shower Detector (PS) and the
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Figure 2.6: The reconstructed Cherenkov angle as a function of track momentum
for isolated tracks in C4F;¢ gas. Bands for muons, pions, kaons and protons can be
seen [82].
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Figure 2.7: A schematic of the side view of RICH 1, when the aerogel radiator was in
place Cherenkov photons produced in the blue shaded area filled with C4F;¢ would
be blocked [84].
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Electromagnetic Calorimeter (ECAL) which are required to provide some information

on the longitudinal development of electromagnetic showers, helping to reject the
large background of charged pions. Lastly the particle will pass through the Hadronic
Calorimeter (HCAL). All of the detectors measure the energy by transmitting scintillation
light resulting from particle interactions to photomultiplier tubes via wavelength
shifting fibres.

The SPD/PS detect charged particles and consist of two scintillator pads which
are identical except that the SPD dimensions are all 0.45% smaller than the PS to
maintain the projective geometry of LHCb. In between the two is a 15mm lead
converter which corresponds to 2.5 radiation lengths (2.5X,). Overall the detector
is 7.6 m wide and 6.2m high. Both planes of the SPD/PS are segmented into inner,
middle and outer regions in order to match the segmentation of the ECAL. No

significant degradation in performance of the PS or SPD was observed after RUN 1.

The ECAL detects and measures the energy of primarily electrons, photons and 7°’s,
although small amounts of energy are also deposited here by charged and neutral
hadrons. The detector is located 12.5 m from the interaction point and uses shashlik
calorimeter technology (97| which alternates between scintillator material and lead
converters. The outer dimensions are such that they projectively match the upper
limit of the angular acceptance but the lower limit is at 25 mrad to protect against
radiation damage. As the hit density will be higher close to the beam axis the ECAL
is split into three sections: the inner, middle and outer, with higher granularity in
the inner section and reducing as distance from the beam axis increases. ECAL
modules for these regions can be seen in Fig. 2.8a. The SPD and PS also match
this projective segmentation. The ECAL has an area of 7.8 m x 6.3m and a total
thickness of 42 cm, consisting of 66 alternating layers of lead and scintillator material,
resulting in a radiation length of 25 X,. The ECAL was designed with an energy
resolution of

OE o 10%

E  VE

1% (2.3)

with E in GeV.

The HCAL detects and measures the energy of both charged and neutral hadrons.
The detector is positioned 13.33m from the interaction point and is made from
alternating layers of iron and scintillator materials but in contrast to the ECAL
they run parallel to the beam axis. This layout can be seen in Fig. 2.8b. It is 1.65 m
thick with an area of 8.4m x 6.8 m. Due to the limited requirements of the HCAL
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Figure 2.8: The LHCb calorimeters.

the interaction length (A7) was chosen to be 5.6A; with the ECAL adding a further
1.2)\;. The energy resolution determined from test beam studies was
o (69+5)%

iy (9+2)% (2.4)

with E in GeV.

Bremsstrahlung recovery for electrons

Bremsstrahlung is electromagnetic radiation produced by deceleration of a charged
particle typically when interacting with the electric field of an atomic nucleus. The
probability to emit bremsstrahlung is proportional to the inverse of the squared
mass of the particle making electrons the most susceptible to this radiation within
LHCb. Emitted bremsstrahlung is treated in two categories, emission before the
magnet and emission after the magnet, seen as F; and FE, in Fig. 2.9. In the
latter case photons will follow the trajectory of the electron and finish in the same
ECAL cluster, however in the former case bremsstrahlung photons will appear in a
different position in the ECAL to the electron. The reconstructed mass resolution
suffers without these photons, hence, a dedicated algorithm to add these clusters was
designed. The algorithm checks the trajectory of the electron before being deflected

by the magnet and checks (using a x? figure of merit) whether any neutral clusters
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Figure 2.9: (left) Diagram of two categories of bremsstrahlung for electrons in
LHCb [81]. (right) Reconstructed invariant mass distribution of B® — K*9J/) (—
eTe™) taken from Ref. [71].

in the ECAL match this trajectory. If a matching cluster is found it is added to the
cluster where the electron was detected and the deposited energy and momentum
are recalculated. This procedure is not perfect and when too few photons are added
a long tail in the lower sideband of the reconstructed mass is observed, similarly
when too many photons are added a small tail, as this occurs less often, in the
upper sideband of the reconstructed mass is observed. An example of these tails

can be seen in Fig. 2.9. More details on the recovery procedure can be found in
Ref. [86].

2.2.5 Muon system

Identification of muons in LHCb is extremely important as they are present in
many key decay modes. The muon system is designed for this purpose and they are
the final detectors a particle may traverse in LHCb. Typically these particles are
high energy muons which are by far the most penetrating observable particle to be
identified. The muon system consists of five muon stations (M1-M5) of rectangular
shape corresponding to a total active area of 435m?, as seen in Fig. 2.10. The
first station M1 is located before the calorimeters. Stations M2 to M5 are located
downstream of the HCAL and between these stations are 80 cm thick iron absorbers
designed to only allow penetrating muons through. Multi-wire proportional chambers
are equipped in more than 99% of the total area of the system except for the
part of M1 which is closest to the beamline which is equipped with triple-GEM
detectors which have better ageing properties. Each station is divided into four
regions (R1-R4) with R1 being closest to the beam axis, as seen in Fig. 2.10. The

dimensions and segmentation of the regions from R1 to R4 follow the ratio 1:2:4:8.
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Figure 2.10: (a) Side view of the muon system [81]. (b) A schematic view of how
the regions R1-R4 are positioned in each muon station [81].

The muon system provides an input to the hardware based trigger based on the
pr of muon candidates. In order to achieve a trigger efficiency of at least 95% the
efficiency from each station must be > 99% within a time of < 25ns. Using the full
2010 dataset the efficiency in each of the regions of each station was measured to be
> 99% within this time constraint [98].

2.2.6 Trigger system

The LHCD trigger system [99] is designed to reduce the event rate from 40MHz down
to a more manageable level. The online selection requires the use of a trigger which is
split into two levels, the Level-0 (L0) trigger and the High Level Trigger (HLT), which
is itself split into two levels, HLT1 and HLT2. The LO trigger is purely implemented
in hardware and is based on information from the calorimeters and muon system.
Its primary role is to reduce the event rate from 40 MHz to 1 MHz retaining events
likely to be of physics interest. Events passing the LO trigger are then passed to
HLT1 and HLT2 which are purely software based with HLT1 performing a partial
event reconstruction and HLT2 performing a full event reconstruction. After both
LO and HLT trigger stages the event rate is reduced to 2-5 kHz. The trigger
system is where most of the changes between RUN 1 and RUN 2 occurred for LHCh
and Fig.2.11 summarises the differences in trigger strategy which will be discussed

below.
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LHCb 2011 Trigger Diagram

40 MHz bunch crossing rate

LHCb 2012 Trigger Diagram

40 MHz bunch crossing rate

LHCb 2015 Trigger Diagram

40 MHz bunch crossing rate
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Figure 2.11: A diagram showing the differences in overall trigger strategy between
2011, 2012 and 2015 (which is representative of RUN 2 operation) [100].

Level-0 Trigger

The LO trigger system has three main components: LOMuon is derived from information
from the muon system, LOCalo from the elements of the calorimeter system and

LOPileUp is used solely for luminosity calculations.

LOMuon is based on the pr of muon candidates and requires a muon candidate track
in all five of the muon stations. The pr can be measured with a resolution of around
25% from the first two muon stations. The two muon candidates with the highest
pr are selected and pr thresholds on two separate categories are set. One threshold
is set on the single muon candidate with highest pr and is known as the LOMuon
trigger, another threshold is set on the product of the pr of the two highest pr
muon candidates and is known as LODimuon trigger. In RUN 2 an additional trigger

category for very high pt muons was also introduced.

LOCalo is based on the Et of candidates deposited in the calorimeter system. There
are three types, LOHadron, LOElectron and LOPhoton. LOHadron sets a lower limit
on the HCAL cluster with the largest Er; this also includes the small amount of
energy deposited by the hadron in the ECAL. LOPhoton sets a threshold on the
ECAL cluster with the highest Et that has associated hits in the PS detector but
no hits in the SPD cells in front of these PS cells. LOElectron is similar to LOPhoton
but also requires a hit to be present in the SPD detector.

In all cases if the threshold set for any of the trigger categories is exceeded by any
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Table 2.1: Minimum LO trigger thresholds for Run 1 and Run 2 operation [101,102].

L0 Trigger | Bt or pt (GeV; GeV? for DiMuon)| SPD hits
2011 2012 2015 2016 2017 Run 1 Run 2

Hadron |3.50 3.70 3.60 3.70 3.46 600 450

Photon |2.50 3.00 2.70 2.78 2.47 600 450

Electron |2.50 3.00 2.70 2.40 2.11 600 450

Muon 1.48 1.76 2.80 1.80 1.35 600 450

DiMuon |1.30 1.60 1.69 2.25 1.69 900 900

candidate in the event this event is saved and sent on to the HLT step. A further
requirement on the SPD hits is also made and this is to veto events which would take
a prohibitively long time to compute in the HLT. This requirement does not result
in significant loss of signal however, as the ability of the L0 to discriminate between
signal and background is greatly reduced with increasing event multiplicity. The
LODiMuon and high pp LOMuon triggers have a much lower rate of accepted events
hence have reduced SPD hit requirements. L0 Thresholds for 2011-2017 data taking

years can be seen in Tab. 2.1.

High Level Trigger

Events passing the L0 trigger are processed by the event filter farm, comprising
1700 nodes of which 800 were added in RUN 2 for improved computing performance.
The software used in the HLT is the same as used in offline reconstruction. HLT1
performs a partial event reconstruction under tight time constraints, these events
are then subject to a full reconstruction by HLT2 and if all available nodes are busy

are sent to a disk buffer which in RUN 2 could hold an event for up to two weeks.

As HLT1 is subject to a short time constraint it is limited to a few operations. The
trajectories of long track particles can be reconstructed if they have a pr of greater
than 500 MeV/¢, the PV can be reconstructed and muons can be identified. Any
tracks of vertices that meet the pr requirements are also required to be of good
quality. No particle identification algorithms can be executed at this step except
for muon identification, which leaves a very clear pattern in the detector. In RUN 2
HLT1 also performed a real time calibration and alignment for various detectors
including the VELO, which requires realignment when the VELO is extended and
retracted during data taking. In RUN 1 this information had to be computed offline
and applied after the fact.

Any events passing HLT1 are then processed by HLT2 which performs a full event

reconstruction. This is split into reconstruction of tracks of charged particles,
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reconstruction of neutral particles and particle identification. In RUN 2 the reconstruction
algorithms were optimised with respect to RUN1 such that the same or better
performance was achieved in a shorter period of time. Improved performance is
also due to calibration and alignment information coming from HLT1 resulting in

full offline quality data being available directly from HLT2. After the HLT2 a
preselection known as the stripping, which will be described later in this work, is
performed online so it is ready for analysis immediately and this is known as the
TURBO stream. Full details of the reconstruction in RUN 1 and the improvements
made in RUN 2 for the HLT can be found in Refs. [101,102] respectively.

Measuring trigger efficiencies - TISTOS Method

It is important to be able to calculate the efficiency of the various trigger steps
but as data which are not selected by the triggers is not saved a direct efficiency
determination is not possible. One way to measure this efficiency is to use the
TISTOS method [103]. When events pass through the trigger system they are
designated two categories TIS and TOS, with respect to each trigger (L0, HLT1,
HLT2). Some events may be TIS and TOS. They are defined as:

e TOS - Those events for which a signal candidate in the event passes the

trigger, without using information from the rest of the event.

e TIS - Those events for which the rest of the event passes the trigger, without
needing the signal candidate to be present. As such these are generally
unbiased with regards to the trigger selection but the signal candidate and
the rest of the event may be correlated. An example of when this correlation
would be important is when the event is triggered on the other B produced in
the p-p collisions to the signal candidate B. Quantities such as the momentum

distributions would be correlated as they originate from the same decay chain.

e TIS&TOS - Those events for which the both the signal candidate and the
rest of the event pass the trigger independently of each other

Using the TISTOS method the TIS, €77° and TOS, €799, efficiencies can be calculated:

NTIS&TOS NTIS&TOS

6T]S and TOS

= —NTOS € — NT[S I (25>

where NTOS  NTIS and NTISETOS are the number of events classified as TOS, TIS

and TIS&TOS respectively. This method will be used to measure the various trigger
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efficiencies required to be calculated in the remainder of this work.

2.2.7 Particle Identification in LHCb

Particle identification in LHCb uses information from three areas, the calorimeter
system, the two RICH detectors and the muon system, which were described in the
previous sections. The calorimeter system provides PID information for electrons,
photons and 7°’s. The RICH detectors provide PID information for charged hadrons
(p, K and 7) and also contribute to electron and muon identification in conjunction
with the calorimeter and muon systems. The muon system provides PID information
for muons. Finally the PID information from all these detectors can be combined into
a set of combined likelihoods which offer a more powerful variable than considering

each detector system separately.

Particle Identification from the Calorimeter System

The calorimeter system is the only place within LHCDb in which neutral particles
can be detected. A deposited energy cluster within the calorimeter is considered
belonging to a neutral particle if there is no associated charged track. If such a
cluster is located within the ECAL it is very likely due to a photon. If a photon
converts to an electron in the lead between the SPD and PS a charged track
will only appear in the PS indicating a converted photon. Identifying upstream
converted photons requires identifying the electron and positron pair produced. To
achieve photon identification a photon hypothesis likelihood is built from probability
density functions representing signal and background. For unconverted photons this
is based on variables that characterise how well a cluster in the ECAL matches with
a charged particle track, the ratio of the energy of an ECAL cluster to the total
energy deposited in the ECAL, and the energy deposited in the PS in front of a
cluster in the ECAL. The difference between the estimators for the background and

photon hypothesis is then used to determine if the particle was a photon.

Two cases of photon identification in particular are of interest, those of high energy
prompt photons or those originating from a 7°. For the first case, using B® — K*0v
decays from 1fb~! of LHCD data results in a mass resolution of 93 MeV/c? [104]. This
is strongly dependent on the energy resolution of the ECAL. For 7°’s there are two
cases, those of ‘resolved’ 7%’s which have low pr and therefore result in well separated
photons and those of ‘merged’ 7%’s which have high pr and where due to the limited

granularity of the ECAL it is not possible to resolve both photons individually.
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Based on D’ — K 777% decays the invariant mass resolution is 30 MeV/c? for
the merged case and 20 MeV/c? for the resolved case [105]. To avoid misidentifying
photons and merged 7°’s a dedicated neural network classifier is trained with relevant
simulated samples. A photon identification efficiency of 95% can be obtained whilst

rejecting 45% of 7° candidates which are reconstructed as photons [82].

The most problematic charged particles to identify are electrons so a number of
design choices were made with this in mind. The electron LO trigger, which takes
information from the calorimeter system, selects electrons with high transverse
energy but must still reject large amounts of charged and neutral pions. Charged
pion rejection requires longitudinal separation of the electromagnetic shower detection
which is realised by the PS and the main section of the ECAL. Neutral pion rejection
is achieved by a charged particle detector, the SPD, being placed in front of the PS.
If hits are seen in the PS and ECAL but not the SPD, these hits are unlikely to
be due to an electron from the decay of interest. Electrons resulting from photon
conversions in the thin layer of lead are also rejected in this manner. Electrons arising
from photon conversions upstream of the SPD cannot be rejected with this system.
Using information from the PS, ECAL and HCAL, combined likelihoods are built
from signal and background distributions from each of the detectors. A particularly
discriminating variable for the ECAL is the distribution of F/pc as can be seen in
Fig. 2.12 . A combined likelihood for the calorimeter system, AlogléAEC (e — h),
based on the difference between an electron, e, and hadron, h, hypothesis can be

constructed as:
Alog L0 (e—h) = AlogLEAL (e—h)+ Alog L7 (e —h) 4 Alog LTS (e—h). (2.6)

In Eq.2.6 AlogLECAL(e — h) is based on the E/pc distribution and the how well a
charged track matches with an ECAL cluster, AlogL”¢AL(e—h) and AlogLP%(e—h)
are based on energy deposits in each of the detectors. Using 2011 data the average
identification efficiency of electrons from Jji) — ete™ originating from B* —
J/p K* candidates was determined to be 91.9+1.3% with a rate of misidentification
of 4.54 4 0.02% for a requirement of AlogL%4LC (e — h) > 2 applied [82].

Particle identification from the RICH system

The primary aim of the two RICH detectors is to distinguish between protons, kaons
and pions. The detectors can also contribute to electron and muon identification.
The identification procedure uses all the tracks in the event and in both the RICH
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Figure 2.12: E/pc distribution from the ECAL with 2011 data. (red) Electron
distribution (blue) hadron distribution [82].

detectors simultaneously, allowing to distinguish between overlapping Cherenkov
cones. Since pions are the most numerous particles produced in p-p collisions
all candidates begin with a mass hypothesis of a pion. An overall likelihood is
determined from the distribution of RICH photon hits, the tracks associated to these
and their errors. The mass hypothesis for each track in turn is changed to kaon,
proton, electron and muon whilst leaving the mass hypothesis of all other tracks
unchanged. Within the set of all tracks the change in mass hypothesis yielding the
largest increase in the likelihood is determined and the mass hypothesis for that
track is set to that of the preferred particle. Full details of this procedure can be
found in Ref. [106].

Using samples of kaon tracks selected with purely kinematic selections from decay
modes with large branching fractions the PID performance of the RICH detectors
can be evaluated. The plot in Fig. 2.13 shows the efficiency of identifying a true kaon
as a kaon and a true kaon as a pion with different requirements on the AlogL(K —7),
often shortened to DLLgm. The larger this value the more likely the track is a kaon.
With a AlogC(K — ) > 0 the average (over the momentum range of 2-100 GeV/c)

kaon efficiency is around 95% with a pion mis-identification rate of around 10%.
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Figure 2.13: The kaon identification efficiency (red) and pion misidentification rate
(black) determined from collision data as a function of track momentum. Unfilled
markers represent a looser AlogL(K —7) requirement whilst filled markers represent
a tighter requirement [82].

Increasing this requirement to AlogL(K —m) > 5 the average results yield a reduction

to around a 3% misidentification rate and a kaon efficiency of around 90% [82].

Particle identification from the Muon System

To determine whether a particle traversing the muon system is likely to be a muon,
the association of a tracks’ trajectory with hits in the muon system and the number
of stations in which a hit would be expected (given the track momentum) are
considered [107]. A genuine muon requires a momentum of at least 3 GeV/c to pass
through the calorimeters to the M2 or M3 stations, whilst a momentum of above
6 GeV/c is required to pass through the entire muon system. Likelihoods for each
muon candidate are computed using the average squared distance of hits closest to a
track’s extrapolated trajectory in the muon system, for those stations it is expected

to reach.

Identification of a proton as a muon may arise due to random hits in the muon
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detectors being aligned with the proton direction or if a genuine muon produced in
the event travels in the same direction as a proton in the muon system. The main
source of misidentifying pions or kaons as muons is from muon decays in flight to
either of these particles. The total misidentification rate is roughly the sum of these
two sources of error. In order to gain power to reject these sources of misidentification
a likelihood is determined based on the pattern of hits around the extrapolated track
direction in the muon system with muon and non-muon hypotheses. The logarithm
of the ratio of the muon and non-muon hypothesis, AlogL(11), is then used a variable

to distinguish between muons and other particles.

Combining Particle Identification Information

In a similar manner to the case for electrons, a combined likelihood can be determined
for each particle using combined information from the RICH, calorimeter and muon
systems. These are designated as AlogLcomn(X — 7) where the X is the particle of

interest.

Another complementary method is to take the information from the various detectors
as well as other information and train multivariate classifiers [108] so that correlations
between variables are properly handled. These variables are designated ProbNN.X,
where the X defines the particle of interest. In some cases these variables outperform
the combined log likelihood approach with better background rejection and signal
efficiencies. Various tunes of these variables have been computed for RUN1 and
RUN 2 as the variable distributions entering the classifiers change with the run

conditions.

Requiring an electron selection efficiency of 90%, the likelihood obtained using the
combined detector information yields around an order of magnitude lower misidentification
than that obtained using calorimeter system information alone, as can be seen in

Fig. 2.14 [82].

2.3  Simulation in LHCb

In order to determine the efficiency of various selections on the decay mode of
interest, LHCb makes use of simulated data. PYTHIA 8 [109] is used to simulate p-p
collisions with a specific LHCb configuration [110] applied. EVTGEN [111] is used to
simulate hadronic decays and final state radiation is dealt with using PHOTOS [112].
The GEANT4 toolkit [113] is used to describe generated particle interactions with
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Figure 2.14: Pion misidentification rate versus electron efficiency, (left) using just
PID information from the calorimeter system, (right) using PID information from
all detectors [82]

the detector and the detector response. A software package known as GAUSS [114]

incorporates all of these elements and is used for simulation in LHCDb.

In order that simulated data undergo the same processing as collision data the
detector response and reconstruction must be emulated well. Therefore, after events
have been generated with GAUSS they are then processed by BOOLE [115] which
digitises the data thus emulating the detector response to data. Emulation of the
trigger system is performed after the digitisation step by MOORE [115]. Reconstruction
is performed by BRUNEL [115] using as input either digitised simulated data from
BOOLE or directly from the detector. Reconstructed items include calorimeter
clusters, charged tracks and information about PID. Finally to select a subset of
events which may be relevant to a particular analysis DAVINCI [115] is used in the
stripping preselection, which is based on particle types and kinematic quantities.

The data flow in LHCD for collision and simulated data is summarised in Fig. 2.15.

2.3.1 Tests of the simulation - Muon Multiple Scattering

As new versions of software, such as GAUSS or GEANT4, are released it is important
to compare the performance of these new versions to older ones to avoid introducing
errors and to quantify any improvements that may have been made. In this work

tests of muon multiple scattering using simulated data from different software versions
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Figure 2.15: Representation of the data flow within LHCb for simulated and real
collision data.

will be discussed as well as how this test has been implemented into LHCbPR [116],

a web client developed to present the results of this and similar tests.

Muon Multiple Scattering

Charged particles such as muons experience small angle scatters from nuclei in the
material of detectors in LHCb, primarily the calorimeters and muon filters as they
have the greatest amount of material. The vast majority of these scatters are due to
Coulomb scattering and the resulting distribution is well described by Moliére’s
theory [117]. For small deflection angles, 6y, the distribution is approximately
Gaussian. For scattering angles exceeding a few 6,, the distribution resembles
Rutherford scattering, which has larger tails than a Gaussian distribution. Therefore,
in most cases it is safe to use a Gaussian to approximate the central 98% of the

angular distribution resulting in a width of [118,119]

37212

XoB?

13.6 M
_136MeV [1+0.038 In

7
’ Bep Xo

(2.7)

In Eq. 2.7, p is the momentum, fc¢ the velocity and z the charge (units of |e|) of
the incident particle. The thickness in radiation lengths of the medium in which
scattering takes place is represented by x/X,. This form of 6, is determined from
a fit to the Moliére distribution [117] for singly charged particles with § = 1 and
is found to be accurate to 11% or better in the range of 1073 < x/X, < 100, well

within the limits of what is encountered in LHCb.

Whilst Eq. 2.7 describes scattering from a single material, the calorimeters in LHCb
are alternating layers of scintillator and other materials. In this case it is better to

use Eq. 2.7 with the combined x and X over the whole scatterer rather than sum
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in quadrature 6, values for each alternating layer of scatterer. Since this result was
derived from a fit the end result would be systematically too small. This approach
has been further improved by Lynch and Dahl [119] and is now able to achieve

results that are considered accurate to better than 2%.

The muon multiple scattering test

Muon multiple scattering in the calorimeters and muon filters of LHCb are the main
areas where muon trajectories will be affected by multiple scattering. If the amount
of scattering is high this can affect the momentum resolution. The aim of the test
is to monitor the effect of this scattering on muon trajectories and the variation of

this with changing software revisions.

The test is designed to compute the differences in angle and displacement of muon
trajectories between the five muon stations, resulting in four regions in which this
is monitored. Between M1 and M2 scattering is observed in the calorimeter system
whilst the remaining three regions probe scattering in muon filters one, two and
three. A particle gun is used to simulate 5000 muons uniformly in the range
0-2000 GeV and a pseudorapidity range of 1.8-5.2. For each of the four regions,

six types of plots are produced. These are
e 6x vs 06, (or 46,)
e pvs ox (or d,)
e p vs 0, (or 66,),

where p is the muon momentum, d, is the difference in displacement in the = direction
between any two consecutive muon stations and 06, is the difference in angle in the
x-z plane between any two consecutive muon stations. For ease of comparison,

profile histograms of these scatter plots are also produced.

As well as comparing the results of the test with different software versions, it
is also possible to compare the variation when different physics lists provided by
GEANT4 are used. If an alternative list is used then physics processes may be
simulated by different models in specific energy ranges. The default physics list
in LHCb is EmNoCuts but EmStd, EmLHCb, EmLHCbNoCuts and EmOptl, 2
and 3 can also be used. The EMStd physics list uses the G4UrbanMscModel for
multiple scattering of e™ and e~ below 100 MeV, the G4Wentzel VIModel for multiple

scattering of combined scatterers with G4eCoulombScatteringModel for large angle
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scattering for muons, pions, kaons, protons, and anti-protons at all energies and
the G4UrbanMscModel for all other charged particles. By default the physics lists
include production thresholds for EM processes but these can be disabled in the lists
which contain NoCuts. The EmLHCDb physics lists have been tailored to LHCDb’s
specific configuration and are not publicly available and uses a different algorithm to
model bremsstrahlung. The EmOpt physics lists are standard presets that come with
GEANT4 and are publicly available, EmOpt1 is tailored to a CMS configuration,
EmOpt2 is tailored to a LHCb configuration, although not as finely tuned as the
EMLHCD list and EmOpt3 is tailored for situations that require higher electron,
hadron and ion tracking in the absence of a magnetic field. More information about
the physics lists can be found in Ref. [120].

The results displayed in Figs. 2.16 and 2.17 were created to compare the results of
the test for GEANT4 v10.3.3 denoted by red and GEANT4 v10.4.1 denoted by black.
As can be seen the results of test were in good agreement between the versions
confirming that the muon multiple scattering did not significantly change with this
upgrade. As expected high momentum particles suffer much less deflection (in angle

and displacement) than lower momentum particles.

To allow users to view the results of this and other tests, and compare and contrast
results over versions of software, a web client known as LHCbPR has been developed.
In addition to allowing users to download the files produced by a given test users are
able to select jobs interactively and view the created data online. If only a single job
is selected the plots that are set to be produced by that job can be viewed. If more
than one job is selected plots can be viewed side by side, superimposed and ratio
plots can be produced, amongst other features. An example of the web interface
can be seen in Fig. 2.18. LHCbPR is now being used to validate GAUSS, GEANT4,
the HLT and BRUNEL with plans to expand further into LHCb.

48



p vs delta theta x after Calo_prof

160

ki &
[ =]

=
a

I o ]
[-] -] -]
=l

Particle Momentum [GeVic)

/
e S

Dlllllllllllllllllllllllllllllllllllllll

-2 -13 -1 10 13 0

Al"?g ular DE".'II:IEIJDI'I [ng.d]

p vs delta x after Calo_prof

13

L]

14D

i1z2o

oo

ano

an

Particle Momentum [GeVic]

40

20

-20 -13 -1 1a el

mh'w i

= DiSp|E!.DE'I'ID'IEﬂl [mm] ?
Figure 2.16: Comparison of muon multiple scattering in GEANT4 v10.3.3 (red) and

GEANT4 v10.4.1 (black) probing the calorimeter region. (top) Profile histogram of
momentum versus 06,, (bottom) Profile histogram of momentum versus d,.
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Chapter 3

Analysis Strategy

This analysis will make use of the full LHCb dataset from 2011 to 2018 corresponding
to roughly 9 fb™'. The ultimate aim of the analysis is to use Eq. 1.13 and simultaneously
measure the Ry and Ryg- ratios, using BT — KT¢*¢/~ and B° — K*%/*(~ decays
from the aforementioned dataset. These decays both involve b— s¢1T¢~ transitions
with the leading order Feynman diagrams displayed in Fig. 3.1. The motivation for

making these measurements is outlined in Sec. 1.5.1.

The main focus of the work presented in this thesis is the determination of similar
ratios known as rﬁj ,» and rf]j;, where the lepton pair is produced via a J/i) resonance,
that correspond to BT — KTJj)(— £747) and B® — K*Jhp(— (T¢7) decays,
respectively. The tree level Feynman diagrams for these processes are displayed in
Fig. 3.2. This measurement must be performed before making the final determinations
of Rk and Ry« which are discussed in more detail in Sec. 3.2. The vast majority
of this work is dedicated to the measurement of rf,jw and rﬁw so that confident
measurements of Rx and Ry« may be made. Where possible, further studies have
also been made for BT — KT¢*¢~ and B° — K*°/*{~ decays, as well as similar

modes where the lepton pair proceeds via a 1(25) meson.

3.1 Definition of ¢? regions

Ultimately the measurement of Rx and Ry« will be performed in two separate

regions (‘bins’), of ¢*>. The reasons for doing this are:

e Regions in ¢ where c¢ resonances dominate can be excluded since the high rate
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decays in the SM.

b

al

¢ J/¢

B, B

ol

. K, K*

u, d wu,d

Figure 3.2: Tree-level Feynman diagrams for the control mode processes which
proceed via a J/i) resonance.

of the resonant decays will mask any non-SM behaviour of the non-resonant

decays in these regions.

e Regions where different Wilson coefficients dominate can be considered largely
independently from each other, as illustrated in Fig. 3.3 using B — K*Opu* -
as an example. If non-SM behaviour is observed this will give some indication

of which coefficients may be responsible.

e Regions where the ratios can have some dependence on ¢?, depending on the
BSM scenario, can be considered separately from regions where there will be
effectively no dependence on ¢®. The Ry~ ratio in particular can have some
dependence on ¢?, especially in the low-¢> region, depending on the BSM
scenario considered as seen in Fig. 3.4. In contrast the Rg ratio is fairly flat

independent of the BSM scenario.

As the measurement of Rg and Ry« is to be simultaneous the binning in ¢? is
identical for both cases. The measurement is thus carried out in two bins of ¢?
inspired by the RUN 1 LHCb Ry« analysis [71]. They are defined as:

93



T/ (18) ‘/‘/tree b— ccs

photon

pole ¥(25)

C?

N Long distance
dr contributions
d—q2 C 7( ") C9( ) from c;:1 above

) open charm
interference

Cg</), 61%)

2

q

Figure 3.3: A sketch outlining where different Wilson coefficients contribute in the
q? spectrum of the B®— K*0uTp~ decay [121].

2 2
q q

Figure 3.4: How (left) Rg and (right) R~ vary as a function of ¢? under various
BSM scenarios which modify values of the Wilson coefficients. Contributions from
cc¢ have been subtracted in both cases.

e low-¢> - 0.1-1.1 GeV/c?.
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e central-¢> - 1.1-6.0 GeV/c2.
The rationale behind these choices is as follows:

e low-¢? - The lower bin edge is chosen to correspond to where the SM prediction
of Ry~ is unity. The upper edge is chosen such that the ¢ — ¢/ resonances

are included in this bin alone.

e central-¢g?> - The upper bin edge is chosen to be as high as possible without

significant contamination from the J/i) resonance.

As well as the low and central-¢? bins, designed for the Rx and R~ measurements,
there are also selections made to isolate regions where the J/i) and 1(2S) resonances
dominate, where ratios involving the resonant modes may be determined. These
selections differ if the leptons are muons or electrons, due to the bremsstrahlung

experienced by the electrons. The selections are:

e Muons - £100 MeV around the J/i» (1(25)) mass

e Electrons - For J/i) resonances a region 6 GeV < ¢*> < 11 GeV is selected
and for ¢(2S5) resonances a region 11 GeV < ¢* < 15 GeV is selected.

3.2 Single and Double ratios

The definitions of Rx and Rg-, in both the low and central-g> bins, can be
expressed in experimentally accessible quantities such as the measured yields, N,
and efficiencies, ¢, from both the electron and muon decay modes as seen in Eqs. 3.1
and 3.2. The measured efficiency for a particular decay mode acts to correct its
measured yield making the efficiency determination a crucial part of the analysis
procedure. The SR subscript denotes that these are so-called ‘Single Ratios’ since

the ratios involve decays where the only difference is the final lepton pair.

NB'*‘%K‘F;N'M— EB+ s K+ete—

SR
R = N . (3.1)
Bt Ktete- EBtoK+utu—
NBO K*0,+u,— E€Ro 0ot e—
REE = PRI T ORTeTen (3.2)

NBOHK*Oe"'e_ EBO K0+~
These types of ratios can also be defined when the lepton pair originates from a J/i)
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resonance, these are known as rf,jw and rﬁp and are defined in Egs. 3.3 and 3.4.

rff _ NB+—>K+J/¢(—>M+M—) CEBtS Kt IR (meter) . (3.3>
" Npor+ Jhb(—ete=) EBTK+Jhb(—utu~)
* N * — 5 * ete—

TJK/¢ _ BO—K*0Jip (—ptp—) ) BO— K*0 J/ip (—ete) (34)

Npo_, w0 Jhb(—ete=) EBISK*OJhp (—utu~) '

In order to perform a more experimentally robust measurement it is advantageous to
use double ratios (DR), which are the ratios of the single ratios of the non-resonant
and J/i) resonant modes defined for both K+ and K*° modes in Egs. 3.5 and 3.6.
The ratio of the resonant mode, rj,, is expected to be unity even if BSM effects
are present as discussed in 1.5.2. Hence the double ratio acts to cancel biases in the

measured efficiencies.

ron = T (3.5)
K — T’K .
Jhb
. NB+—>K+H+W NB+—>K+J/¢(—>6+6*) EB+—K+Jhb (—utu~) EB+—sKtete~
NB+—>K+J/¢ (—ptp) Npisrtete EB+—K+utu— EB+—K+Jhp(—ete)
RSR
DR _ 1lKx
RK* = TT (3.6)
J/
. NBO—>K*0,u+u* NBO—>K*0J/¢ (—ete”) EBOSK*OJM) (sptp—) EBO K*0ete—
NB0—>K*0J/¢ (—ptu) Npoygroe+e- EBOS K0+~ EBOSK*0 /) (—ete™)

Since 7y, is used in the double ratio it is of vital importance that its value is
unity and that it is flat in various decays that are used as proxies of the rare
decay kinematics and topology (influences geometrical acceptance). This acts as
a stringent test of the efficiency correction procedure. Therefore, before measuring
Ry and Ry~ it is essential that rﬁp and T§¢ defined in Egs. 3.3 and 3.4 meet these

criteria and this is the main thrust of the work presented here.

3.3 General Stratergy

As can be seen in the expressions in Sec. 3.2 the analysis has two main parts:
evaluating the efficiencies of the various decay modes and measuring their yields.
The yield measurement depends on the efficiencies because the accuracy of Probability

Density Functions (PDFs) used in the maximum likelihood fits depends on the
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detector efficiencies that are measured. The measurement of the efficiencies themselves
depends on the selection criteria introduced to isolate potential signal candidates in
the dataset available. The strategy for each of these steps will now be discussed in

turn.

3.3.1 Selection Strategy

The selection process in LHCb generally factorises into three stages, which in order
of application are: a trigger selection encompassing the LO and HLT; a so-called
stripping selection and a final ‘offline’ selection. The general principles are outlined

below, with more details presented in Sec. 4.

The Stripping (Sec. 4.2) and HLT (Sec. 4.5) selections are common to all signal and
resonant decay modes. The stripping selection acts as an efficient preselection for
certain types of decay modes. Stripping lines are thus set up to isolate certain
families of decays which can then be further refined by analysts in the offline
selection. HLT selections require that candidates are TOS with respect to a given
HLT line, as discussed in Sec. 2.2.6. In practice only a subset of the HLT lines are
of interest to any given analysis, for example certain lines may be configured to fire

on 3 body events including a muon.

The HLT and stripping selections depend on properties of the signal candidates that
are very similar or identical to the offline selection, so determining the efficiencies
of these selections is not much more involved than computing offline efficiencies.
However, determining the efficiency of the L0 trigger in hardware is more challenging.
The LO trigger selects events based on the momentum, transverse energy and event
occupancy. However, the LO resolution of these features is significantly worse than
the offline resolution. Simulation does not always accurately model this resolution
and the resolution can also vary between trigger categories for muons, electrons and
hadrons. Hence the choice of LO categories (Sec. 4.4) is driven by the need to align

the muon and electron states as much as possible, whilst discarding the least signal.

The offline selection (Sec. 4.6), consists of PID criteria, various exclusive background
vetoes and multivariate classifiers (MVAs). PID criteria (Sec. 4.7) are used to
reduce backgrounds from other B decays which have similar topologies to the signal
modes of interest, for example where a pion may have been misidentified as a
kaon. Exclusive background vetoes (Secs. 4.9 and 4.10) are used to exclude decays

that peak under or near to the signal peak and are not removed by the other
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selection requirements. There are two types of MVA (Sec. 4.11), one designed
to reduce combinatorial background and another to reduce partially reconstructed
backgrounds in electron modes that cannot easily be vetoed. PID variables are not
used in the classifiers because they are poorly modelled in simulation and a per
event efficiency correction will be used to account for this, rather than a resampling
procedure which would correct the underlying distributions. The main inputs of
the MVA are variables based on kinematics and track quality, as well as isolation
variables for MVAs designed to reject partially reconstructed background. The
optimal working points of the MVAs are chosen by maximising the signal significance

(Sec. 4.12); in the case of electron modes both MVAs are optimised simultaneously.

3.3.2 Efficiency Strategy

Simulated samples are always used to evaluate efficiencies in this analysis. Therefore
the simulated samples should emulate collision data as well as possible to obtain a
reliable efficiency estimate. There are a number of approaches available to correct
simulated samples where they do not agree sufficiently well with collision data. For
PID corrections (Sec. 6.4) efficiency corrections can be determined from calibration
samples collected in each of the data taking periods. For L0 (Sec. 6.5) and HLT
(Sec. 6.6) corrections the TISTOS method can be employed using J/i) resonant
simulation and collision data selected for the J/i) mode in question. Kinematic,
Multiplicity and Reconstruction corrections (Sec. 5.3) are based on a multivariate
reweighting approach, trained on J/i) resonant simulation and collision data selected
for the J/i» mode in question, to account for residual differences between simulation
and collision data. The correction chain and strategy is discussed in more detail in
Sec. 5. The final efficiencies are always determined with all corrections applied. The

efficiency determination is discussed in more detail in Sec. 6.

As well as determining the efficiency for signal candidates, efficiencies are also
determined for misidentified backgrounds which enter the final fits. This is done
to constrain the yields (Sec. 7.8) where they may be too small to be allowed to
vary freely, and to determine the shape of these components. The latter point is
particularly important: although the selection aims to not change the shape of the
signal component in the fit, this same selection can distort the background shapes,

hence the need for reliable modelling of their shapes.

As the measurement will be simultaneous, corrections to the simulation can be

taken from both types of resonant mode allowing cross-checks to be made between
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the two. Corrections to the Ry ratio can be taken from B® — K*YJi)(— (T07)
modes and corrections to the R+ ratio can be taken from Bt — K*J/)(— (707)
modes to avoid any correlations. This work will aim to show the compatibility of
taking corrections from either mode for the rj,, ratios so that this procedure can

be followed with confidence.

3.3.3 Yield Strategy

To determine the yields of the various signal and resonant modes one dimensional
maximum likelihood fits to the B hadron mass are performed (Sec. 7). The fits
are performed simultaneously to all modes, this approach allows the handling of
backgrounds from non resonant B — K*°/*¢{~ and Bt — K¢/~ decays which
enter as backgrounds to each other. The fits are also performed simultaneously
over trigger categories, ¢® bins and different data taking periods. The fits can be
configured to either extract the signal yields or use measured efficiencies and extract
Ry and Rg+. Once values are determined their compatibilities with the SM or BSM

theories can be evaluated using likelihood scans.

3.4 Data samples

The analysis relies on pp collision data from three main data taking periods, 2011
and 2012 (referred to as RUN 1), 2015 and 2016 (referred to as RUN 2P1) and 2017
and 2018 (referred to as RUN2pP2). Each data taking period collected a different
amount of data, sometimes at different collision energies. The software versions used
for reconstruction and stripping of the data also changed throughout the years and

this information is summarised in Tab. 3.1.

Table 3.1: Summary of the data samples used, along with relevant software versions
used.

Year | £ [fb™' | | /s [TeV | | Reconstruction version | Stripping Version
2011 1.1 7 14 21rlpl

2012 2.1 8 14 21r0pl

2015 0.3 13 15a 24rlpl

2016 1.7 13 16 28rlpl

2017 1.7 13 17 2912

2018 2.2 13 18 34
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During the data taking period different Trigger Configuration Keys (TCKs) were
used to vary the thresholds of the LO and HLT triggers. This means that even within
the same year of data taking, the recording conditions were not always the same.
The TCKs with which the largest amount of data was taken are 0x760037 (2011),
0x990042 (2012), 0x10600a2 (2015), 0x1138160f (2016), 0x11611709 (2017) and
0x117a18a2 (2018). A full table of the TCKs used and the corresponding amount
of recorded data can be found in Appendix A.1.

3.5 Simulated samples

Simulated samples are required to measure efficiencies, to obtain shapes for PDFs
used in fits and as inputs to train MVAs. The creation of simulated data samples
was discussed in Sec. 2.3. Simulated samples for each year are produced with the
same version of reconstruction and stripping software as for collision data detailed in
Tab. 3.1. It should be noted that as simulation poorly models PID-related variables
any PID requirements imposed in the stripping are removed and the efficiency of
these selections is determined in a data driven way. The most important simulated
samples are those produced for the rare modes of interest, B® — K*°/*¢~ and
BT — KT¢*{~, and the analogous decays where the lepton pair is produced from
an intermediate J/ip or 1 (2S5) resonance. The use of other simulated samples will

be noted where relevant.

When producing simulated data a single TCK is used for each year and these are
0x40760037 (2011), 0x409£0045 (2012), 0x411400a2 (2015), 0x6138160F (2016),
0x62661709 (2017) and 0x617d18a4 (2018).

3.6 Tuples

The data structures used to hold the data used for this analysis are referred to as
tuples and based on ROOT’s TTrees [122|. For each event various properties are
measured and the values of these properties are then recorded within the tuple and
referred to as branches. For example the branch named BO_PT contains the values of
B meson pr for each event. There are two main types of tuples which are important

for this analysis, referred to as MCDecayTuple and DecayTuple described as follows:

e MCDecayTuple: The MCDecayTuple applies to simulated data only and includes

the generator or truth level information of a simulated event. At this level
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the event has not passed through the detector so contains no reconstruction
information. This tuple is important for various efficiency steps and also for
correcting differences between collision data and simulation at the generator

level.

DecayTuple: The DecayTuple applies to both collision and simulated data and
contains the reconstructed information of an event and are the tuples used for
the majority of the analysis. The DecayTuple of simulated data will also
contain the truth level information from the corresponding MCDecayTuple if
that event was successfully reconstructed, which is important for the estimation

of the reconstruction efficiency.
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Chapter 4

Selection

4.1 Geometric Acceptance

When collisions take place in the LHC particles are produced in the full 47 solid
angle, however, LHCb only covers the forward region so only those particles which
fall within LHCb’s acceptance can be used for analysis. Simulated samples are used

to evaluate the efficiency of this requirement, e4,, detailed in Sec. 6.2.

4.2 Stripping

In order to save disk space and to act as an efficient preselection, a stripping step is
applied to all data collected online and the same selection is applied to all simulated
samples. However, for reasons discussed in Sec. 3.5, PID criteria from the stripping
are not applied to simulated data. The stripping requirements come from the
Bu2LLKmmLine and Bu2LLKeeLine2 lines for muons and electrons respectively and

are listed in Tab 4.1. The stripping criteria can be summarised as:

e In order to form good quality vertices for the B meson and di-lepton resonances
the x?/ndf (Number of Degrees of Freedom), which represents the x? of their

respective vertex fits, is required to be small.

e To avoid the selection of random tracks coming from a vertex other tracks are
required to be significantly displaced from it. This is achieved by requiring the
vertex x? separation to be large, particularly so for the B meson since it has

a relatively long lifetime compared to other particles resulting in a long flight
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distance. Another variable which helps here is the x% (primary): requiring
this be to large ensures the impact parameter between a particle and its mother

(denoted by primary) is sufficiently large.

Since produced B mesons are highly boosted it is expected that the angle
between the direction from the primary vertex to the B decay vertex and the
momentum of the B is small. The variable known as DIRA is defined as the
cosine of this angle, hence the requirement of accepting candidates which have
DIRA values of very close to unity. It is also required that x? (primary) for

the B meson itself is small.

A large mass window of +1500MeV/c? around the B mass is required so
that the sidebands can be studied, in particular the upper mass sideband
can be used to train an MVA to reject combinatorial background and the
bremsstrahlung tail for electrons stretches into the lower mass sideband. As
this stripping line is also used by multiple analyses this wide mass window

provides them with a large tolerance.

Requirements on the multiplicity of events are reliant on the nSPDHits variable
which records the number of hits in the SPD detector. High multiplicity events
are removed as the detector performance suffers and the HLT algorithms begin
to take too much time to run, this also aligns the stripping to the nSPDHits

requirements in the LO trigger.

Two boolean variables are required to be true for muons at the stripping stage.
HasMuon is true if a track has hits in the muon system, whilst IsMuon is true
if the hits in the muon system are consistent with the PID hypothesis of the

candidate being a muon.

Loose PID requirements are applied to collision data samples only, largely to
reduce the size of the samples. The only variables used at this stage are of
the type DLL xm, which were discussed in Sec. 2.2.7. The offline selection in

Sec. 4.6 will further optimise PID requirements.

For the Ry case the x% (primary) criteria for the kaon is looser than for
the kaon from the K*° in the Rg- case. This is because the stripping deals
differently with kaons coming from a K*° and kaons coming from a B meson.
For the sake of consistency in the offline selection for Ry this criteria is

tightened from x?% > 4 to x3%p > 9.
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Table 4.1: Summary of the Bu2LLKmmLine and Bu2LLKeeLine2 stripping
requirements, for Rx and Rg+. PID requirements are only applied to collision
data and are noted.

Type Requirement
Global nSPDHits < 600(450) RuN 1 (RUN 2)
Im — mEPY| < 1500 MeV/c?

DIRA > 0.9995

B X3 (primary) < 25
end vertex x2/ndf < 9
primary vertex y? separation > 100
Im — mELY| < 300 MeV/c?

pr > 500 MeV/c

K*0 (RK*)
origin vertex x?/ndf < 25

DLLg, > —5 (only data)
K 3o (primary) > 9(4) Ry~ (Rk)
pr > 400 MeV/c (only for Ri)

7 (Rg+) X?p (primary) > 9
m < 5500 MeV/c?
o end vertex x2/ndf < 9

origin vertex y? separation > 16

isMuon (only data), hasMuon
o pr > 300 MeV/c
Xip (primary) > 9

DLL., > 0 (only data)
e pr > 300 MeV/c

X3 (primary) > 9

4.3  Truth Matching for Simulated Samples

Reconstructed candidates from simulated samples are subject to a ‘truth matching’
procedure that varies depending on the use case. Truth matching is performed using
the TupleToolMCBackgroundInfo (BKGCAT) tool which is an indicator of how well

a particle decay has been reconstructed.

The BKGCAT tool provides a number of categories which are based on the following

criteria:
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A - All final state particles used to construct the candidate are matched to
decay products of the true MC particle. Note this does not necessarily have

to be the signal decay.

e B - All final state MC particles originating from the true MC particle in A

are matched to particles used to form the candidate.

e C - All final state particles which form the candidate have been correctly

identified, so are assigned their true masses.

e D - The true MC particle in A is the signal decay of interest and may only

differ by the presence or absence of intermediate resonances.

e E - Identical to D except all intermediate resonances, if there are any, are

reconstructed.

e F - The true MC particle in A has a mass which does not exceed the mass of
the mother of the signal decay by 100 MeV/c?

e G - At least one final state particle is a ghost!.
e K - At least two final state daughters are matched to the same MC particle.

e L - At least one final state particle is matched to an MC particle which is the
MC mother of an MC particle matched to another final state particle.

The BKGCAT tool assigns a value to the reconstructed B meson based on these

criteria as follows:
e 0 (Signal) - A && B && C && D && E && 1G && K && IF
e 10(Quasi-Signal) - A && B && C && D && E && G && K && IF
e 50(Low mass background) - A && C && F && B && 1G && K && 'F
e 60(Ghosts) - G
Combinations of these categories are then used for different parts of the analysis:

e Corrections to simulation (Sec. 5 - Performed with BKGCAT values of 0

!Defined as a reconstructed particle for which there is no corresponding particle at generator
level.
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&& 10 && 50

e MVA training (Sec. 4.11 and Mass Fits(Sec. 7 - Performed with BKGCAT
values of 0 && 10 && 50 && 60

e Efficiency determination (Sec. 6 - Performed on signal modes with BKGCAT
values of 0 && 10 && 50 && 60. Additionally it is required that n — 1 of the
final state particles are correctly identified using the TRUE_ID variable, which
returns a unique number for each particle. It is also required that there is
at most one fake track, designated by TRUE_ID = 0, amongst the final state

particles.

When more than one candidate per event is present the candidate with the lower
BKGCAT is chosen. If more than one candidate is present and they have the same

BKGCAT one candidate is chosen at random to ensure that no bias is introduced.

Reconstructed candidates that pass the selection for background modes, often used
to create background PDFs for the mass fits, are also truth matched checking particle
TRUE_ID values are correct and that particle mother and daughter relationships are

valid.

4.4 L0 Trigger categories

The analysis is performed in two trigger categories in each ¢? bin, henceforth referred
to as LOI and LOL! (or sometimes LOI inclusive and LOL exclusive), where the second
L (for lepton) in LOL can be E for electrons or M for muons. They correspond to

the following L0 trigger lines:
e LOIL LOGlobal_TIS (B),
e LOM!: (LOMuonTOS (1) || LOMuonTOS (us)) && !'LOGlobal_TIS (B),
e LOE!: (LOElectronTOS (e;) || LOElectronTOS (e3)) && !LOGlobal_TIS (B),

where having an exclamation mark at the end of trigger category is equivalent to
requiring a logical NOT on the other trigger category. This allows for a secondary
set of trigger categories to be defined, LOI! and LOL (or sometimes LOI exclusive
and LOL inclusive), where the logical NOT requirements are reversed, which can be
useful for cross-checks especially for the LOL category which is also used to derive

some corrections.
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This choice of trigger categories amounts to choosing LOI as the primary trigger
category of the analysis and LOL! as the secondary trigger category. This choice is
motivated by the fact that LOI trigger efficiency is more similar between electrons
and muons than the LOL! trigger efficiency, leading to a main trigger category where

the differences from the L0 trigger are minimised.

Due to the fact that only one TCK is used in simulation but multiple TCKs are
used during each data taking period, in some years this can cause a misalignment
between simulation and collision data for a significant fraction of the data. How this
is handled for the various correction steps is outlined in Sec. 5.1. The thresholds

relating to various trigger lines used in these categories were discussed in Sec. 2.2.6.

45 HLT Lines

Various HLT lines can be used to isolate events containing interesting candidates,
and these lines may be of general use or specific to certain decay topologies or PID
hypotheses. The line names and configurations are slightly different between data
taking periods, Tab. 4.2 lists those used in this analysis. The lines are combined in

a logical OR configuration for each data taking period with common lines.

For HLT1 in RUN 1 the HLT1TrackA11LO line acts to select B decays by triggering
if a single high pr track of good quality which is also displaced from the interaction
point is present in the event. In RUN 2, the only change is that HLT1TrackA11LO
becomes HLT1TrackMVA; these act very similarly except the latter employs an MVA

instead of a cut-based approach.

For HLT?2 all the used trigger lines are designed to find a n-body decay topology [123,
124]. However, with the intent of being very inclusive, they are not designed to
find all the daughters of a given decay in all cases, so do select some partially
reconstructed background. They are the HLT2TopoLXBodyBBDT lines where the L
may be blank or stand for Mu, for muon, or E, for electron whilst the X can be either
2 or 3 for 2- or 3-body decays. The BBDT is an acronym for Bonsai Boosted Decision
Tree [125] and is trained using a variety of kinematic and geometric variables, of
particular use is the Distance Of Closest Approach (DOCA) which is used to decide
whether the candidate is 2, 3 or 4 body in nature. The lines containing a Mu or E
demand that one of the daughter particles is a muon or electron candidate, since
this reduces the overall number of candidates it is possible to cut less tightly on
the BBDT to gain efficiency. In RUN2 the choice of MVA classifier used in the
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topological lines was re-optimised [126] and this time a MatrixNet classifier was
chosen. From 2016 onwards the addition of MuMu or EE lines was introduced which

required at least two of the daughters to be identified as muon or electron candidates.

Table 4.2: Summary of the HLT lines. Those lines which straddle both columns are
not specific to muon or electron modes and can therefore be used in both.

Muon modes Electron modes
RuN1
HLT1 H1t1TrackA1l1lLO
T H1t2Topo [2,3]BodyBBDT
H1t2TopoMu[2,3]BodyBBDT H1t2TopoE[2,3]BodyBBDT
2015
HLT1 H1t1TrackMVA
HITS H1t2Topo[2,3]Body
H1t2TopoMu[2, 3]Body
2016,2017,2018
HLT1 Hlt1TrackMVA
H1t2Topo[2,3]Body

HLT?2 H1t2TopoMu[2, 3]Body H1t2TopoE[2,3]Body

H1t2TopoMuMu[2, 3] Body H1t2TopoEE[2, 3] Body

Similarly to the L0 trigger selection sometimes simulation and collision data are not
aligned due to different TCK thresholds. For the HLT selection only HLT1 lines in
2016 and 2012 are affected. Since in these cases the simulated TCK always contains
the loosest threshold values it is possible to align simulation and collision data by

emulating the tighter TCKs on the relevant fractions of simulation.

451 2016 HLT 1 alignment

In 2016 changes of TCKs through the data taking year resulted in a misalignment
between simulation and collision data in the HLT1TrackMVA line. The threshold for
triggering this line is defined in Eq. 4.1, the parameter being varied with changing
TCKs is denoted b. The logical OR of this criterion must be taken with the x7p
and pr variables from each of the final state particles of interest, for example for B™
modes there are three expressions, one for the kaon and two for each lepton, and

each of these three expressions must be subject to a logical OR. In the simulated
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data b = 1.1 throughout, however, in data b takes three values: 1.1, 1.6 and 2.3.
The fractions of data taken with each magnet polarity under each threshold is noted
in Tab. 4.3. Using these fractions it is possible for simulation to emulate the tighter

thresholds seen in collision data, resulting in an aligned TCK selection.

(pr(GeV) >25 & logxip > 7.4)

(log X3 p > onl Ge\lf) — 1y + % (25 — pr(GeV)) + log(7.4))

Table 4.3: Fractions of candidates with HLT threshold cuts corresponding to the
parameter b on 2016 data.

Polarity  b=11[%] b=1.6[% b=23[%|
MagDown 89.8 0.0 10.2
MagUp 30.0 15.5 54.5

452 2012 HLT 1 alignment

In 2012 changes in the TCK over the data taking period resulted in a misalignment
between simulation and collision data for the H1t1TrackA11LO line. The thresholds
for each TCK in collision data and simulation can be seen in Tab. 4.4. Since
the TCK in simulation corresponds to the loosest thresholds it is possible emulate
the percentage of collision data that were taken with tighter TCKs in simulation

resulting in an aligned TCK selection.

Table 4.4: TCK thresholds of the HLT1A11TrackLO line for the 2012 data taking
period, (left column) magnet polarity down (right column) magnet polarity up.
The gray row highlights the thresholds in simulation, and in blue the TCK values in
collision data which have different thresholds to simulation.

HLT TCK value | % data | p [GeV | | pr [GeV | [ IP [mm] | IPx?

7
ndo
'
0xa30044 17.52 >3 >1.6 >16.0 <2.0
0xa30044 14.67 > 3.0 >0.1 | >16.0 <2.0
0x990044 11.21 > 3.0 K >0.1 |>16.0 <2.0
0xac0046 10.43 > 3.0 >0.1 |>16.0 <2.0 0xa10045
0x990044

A oxatooss

0x9£0045

2 oy(track) | HLT TCK value | % data | p [GeV | [ pr [GeV | [ IP [mm] | TPy

0xab0046 5.24 > 3.0 >0.1 >16.0 <2.0 0xa30046
0xa30046 1.12 > 3.0 > 0.1 >16.0 <2.0 0xac0046
0x990043
0xa20044

0xad0046
0x9a0042

:
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4.6 Offline Selection

These criteria are heavily inspired by the RUN 1 Ry analysis [71], listed in Tab. 4.5
and fall into four broad categories. The selections are the same for both BT and
B® modes except that for Bt modes the criteria regarding pions are not used. All
criteria are applied to both collision data and simulated samples except for ProbNN
variables which are not applied to simulated samples as they are poorly modelled.
An efficiency correction is applied by the PIDCalib package described in Sec. 6.4
to account for this. PID and clone requirements are discussed further in Secs. 4.7

and 4.8 respectively. The remaining requirements are motivated as follows:

e To improve the quality of selected tracks and vertices the requirement on
x2/ndf is tightened to select the best vertices and only tracks which have a low
probability to be ghosts, parametrised by the GhostProb variable, are selected.
Further, electron and muon tracks are required to be in the geometrical acceptance

of the ECAL or muon system respectively.

e To ensure the calorimeter acceptance is modelled correctly, electrons must
be in the ECAL acceptance by requiring regionk?G4leTeol > (. There is
also a region of the calorimeter where cells are not read out. To align the
simulation to this, the region corresponding to |xProjectionklGaleTecl| <
363.6mm && |yProjectionkialoTeol] < 282.6 mm, that is the x and y projection
of the calorimeter, is vetoed. All the LOCaloTool variables are provided by

LHCb’s Calorimeter Objects Group.

e To ensure the K*° (892) is selected rather than other kaon resonances, a mass

window of 100 MeV/c? is taken around the known value of its mass [14].

e To ensure particles will have the relevant PID information it is required that
the following booleans are true: HasRich for all tracks, HasCalo for electron
tracks and HasMuon for muon tracks. HasRich requires that a particle has hits
in the RICH system, HasCalo that the electron has hits in the calorimeter

system and HasMuon that the muon has hits in the muon system.

4.7 Particle Identification

A loose PID selection is applied in the stripping for collision data (for simulated data
this is not the case as efficiencies must be evaluated with PIDCalib) but by imposing

tighter cuts a higher level of background suppression can be achieved. The main
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Table 4.5: Summary of the selection requirements.

Type Requirement
all tracks X ndf <3
GhostProb < 0.4
e InAccEcal==
Quality " InAccMuon==
K/x InAccMuon==1
e regionfdGaleTool >
I(]xProjectionk2eloTool| < 363.6 mm
‘ && |yProjection2GeleTool| < 282.6 mm)
ID K*0 Im(Km) — mERE] < 100 MeV/c?
all hasRich==1
7 hasMuon==
e hasCalo==
K, 7 pr > 250 MeV/c (> 500 MeV/c for Rk ), p > 2000 MeV/c
PID 1 pr > 800 MeV/e, p > 3000 MeV/c
2 pr > 500 MeV/e, p > 3000 MeV/c
K ProbNNk - (1 — ProbNNp) > 0.05
v ProbNNpi - (1 — ProbNNk) - (1 — ProbNNp) > 0.1
W ProbNNmu > (.2
e ProbNNe > 0.2
Clones | all tracks 0(¢12,h) > 0.5 mrad && 0(¢1,¢3) > 0.5 mrad
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additional PID variables which are used with respect to the stripping are ProbNN
variables which are based on neural networks discussed in Sec. 2.2.7. For RUN 1 two
different tunings are used, v2 and v3, the main difference between the two being
that in v3 ghost tracks were not included in the background samples used to train
the neural networks. In practice v2 is used for hadrons whilst v3 is used for leptons.
In RUN 2 there is only one tuning which is always used. To achieve the maximum
PID performance probabilities to identify and misidentify particles are combined,
these criteria are inspired heavily by the RUN1 Ry analysis [71]|. For example the
kaon criterion of ProbNNk - (1 — ProbNNp) will be very small if both ProbNNk and
1 — ProbNNp are both small, that is if the particle is very unlikely to be a kaon and
also very likely to be a proton. The following list of requirements is a combination
of the tightest cuts required on each particle species from the stripping and offline
selection found in Tabs 4.1 and 4.5. Criteria for the pion are only relevant to the

B® modes.
K: ProbNNk - (1 — ProbNNp) > 0.05 && DLLg, >0
7r: ProbNNpi - (1 — ProbNNk) - (1 — ProbNNp) > 0.1
p: ProbNNmu > 0.2
e: ProbNNe > 0.2 && DLL., > 2

In order to obtain reasonable efficiency estimates for simulated data, where modelling
of ProbNN variables is poor the PIDCalib package is used. This package relies on
calibration collision data samples selected to contain large amounts of specific decay
modes in order to obtain efficiencies for certain particle track types. These samples
often have selection criteria imposed upon them to obtain clean samples and good
quality tracks. Therefore, to obtain a reliable efficiency estimate the simulated
and collision data samples must be aligned to these criteria, which are known
as prior cuts. The only exception to this are the boolean variables UnbiasHLT1,
MuonUnbiased and ElectronUnbiased. The first two variables are relevant to muons
in RUN 1 and RUN 2 respectively, whilst the last variable is relevant to electrons.
These variables are only applied to the PIDCalib calibration samples and when they
are true require that hadron candidates did not trigger the event. This allows for
the trigger efficiency and the misidentification efficiency of leptons to hadrons to be
decoupled. The prior cuts required for each particle species is shown in Tab. 4.6,

where again for BT modes the pion criteria are not relevant.
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Table 4.6: PIDCalib prior cuts.

Particle Prior cut
nSPDHits < 600(450) for RUN 1 (RUN 2)
All hasRICH == 1
Xiack/ndof < 3, TRACK_GhostProb < 0.4, x7p > 9
K pr > 250(400) MeV/c for B® (BT), p > 2000 MeV/c, InAccMuon == 1
T pr > 250 MeV/e, p > 2000 MeV/c, InAccMuon ==
InMuonAcc == 1, IsMuon ==1
1% HLTUnbias ==1 (MuonUnbiased == 1) RuNn1 (RUN 2) (Only on PIDCalib Calibration samples),
pr > 800 MeV/e, p > 3000 MeV/c
. hasCalo == 1,
ElectronUnbiased == 1 (Only on PIDCalib Calibration samples),
pr > 500 MeV/e, p > 3000 MeV/c

4.8 Clones

Clone tracks are the result of multiple tracks being assigned to the same particle
as the output of tracking algorithms. In this case the track which is the longest,
that is the one with the most hits over the most subdetectors, is taken to be used
in subsequent studies as it has the highest information content. The remaining
tracks are defined as clones. Within LHCDb clone tracks are defined as those which
share 70% of the hits that make up the tracks; for tracks which span multiple
subdetectors this criterion is applied to each in turn and the tracks are called clones
if the criterion is true in each case. An algorithm in LHCb known as the Clone
Killer [127] is implemented in tracking procedures and acts to remove most clone

tracks before data is passed on to analysts.

However, in some cases the Clone Killer does not catch all the clones in particular for
electrons emitting bremsstrahlung. Bremsstrahlung can act to change the direction
of the track and this can cause one set of hits in the VELO to be associated to
multiple sets of hits in the T-stations. The momenta and PID hypotheses can differ
between two clone tracks so this is an important source of background to consider.
Since clone tracks have the same origin the opening angle between two clone tracks
will be close to, if not exactly, zero. Therefore, to test for the presence of clone
tracks the opening angle between tracks for all final state particles is calculated, in
order to remove the clones a criterion that the angle between two final state particles
should be > 0.500 mrad is applied.
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4.9 Exclusive Backgrounds for B" — K*V¢* ¢~

Backgrounds to B — K*°¢/*¢~ decays can originate from a number of sources:
misidentification of hadrons or leptons, partially reconstructed decays which mimic
the signal and over-reconstructed decays contributing to the combinatorial background.
In the following, vetoes to deal with these backgrounds, where this is possible, will be
discussed. Some backgrounds can not be vetoed without significant signal loss and
are instead modelled in the mass fits. Each background is studied using collision data
and simulated samples of the signal and the background modes considered. In the
following only 2016 electron modes will be shown, which are largely representative

of the general effect of the various vetoes that will be discussed.

49.1 Strategy

After the selection in Tab. 4.5 is made it is imperative that what remains is a genuine
sample of only B® — K*°/*¢~ decays and not polluted with other decays which may
mimic the signal well enough to pass the selection. It is therefore crucial that any
backgrounds which may contribute are studied and suppressed as much as possible
whilst retaining the maximum amount of signal possible. Usually these backgrounds
differ by some kinematic variable on which a criterion can be imposed to significantly
reduce them. If this is not the case, the background must be modelled in the final
fit.

The remaining background in collision data after the selection is made, Ng, can be
estimated by Eq. 4.2. This is computed using the efficiency of the background in
question, €p, evaluated on simulated data after the selection. This is then scaled
by a normalisation factor .., based on the muonic control mode and the ratio of
the production fraction of the b-hadron of the background to that of the signal. In
Eq. 4.2 B, denotes the branching fraction of the background or control mode, f,
denotes the production fraction of the background or signal hadron, Ny, denotes
the yield of the B*— K**J/ip (= ptu™) (or BT — KT Jjip(— ptu~) for BT modes)
determined from the Plot method, see Appendix B, and €.,ni0 18 the efficiency of

the selection on corrected BY — K*°J/) (— pp~) simulated samples.

BB Ncontrol f_B

B control €control f d

(4.2)

NBZEB'anormZEB'

For Eq. 4.2 to be valid requires that eg is properly defined, in some cases due to
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low statistics in the simulated sample this efficiency may be zero. In order to obtain
a meaningful result in these cases an upper limit, at a certain confidence level, can
be set using Bayes’ Theorem by calculating a PDF for the background efficiency.
This technique is only used if the number of events remaining is < 20, details of this

method can be found in Appendix C.1.

When dealing with a particular background as well as considering a dedicated veto
the suppression that full selection is producing is also examined. This is split into
categories to disentangle the differing parts of the selection. In Figs 7?7 to 77 keys
are used in the x-axis to refer to these different parts of the selection and they are

explained in Tab. 4.7.

Table 4.7: Differing parts of the full selection as referred to in the figures in Secs. 4.9
and 4.10.

Part of Selection Selection
LO Cuts defined in Sec. 4.4
HLT1 Cuts defined in Tab. 4.2 in the HLT1 rows
HLT2 Cuts defined in Tab. 4.2 in the HLT2 rows
m_ Kst (Sec.4.9 only) Cut defined in Tab. 4.5 in the ID row
Quality Cuts defined in Tab. 4.5 in the Quality row
PID strip Cuts defined in Tab. 4.5 in the PID row, not containing ProbNN
ProbNNk ProbNNk (1-ProbNNp) > 0.05
ProbNNP1i (Sec.4.9 only) ProbNNpi(1 - ProbNNk) (1-ProbNNp)> 0.1
ProbNNI ProbNNmu > 0.2 for muons or ProbNNe > 0.2 for electrons
q2 Cuts defined in Sec. 3.1
m b Cuts defined in Sec. 7.6
MVA Cuts defined in Tab. 4.22

4.9.2 Misidentification

As BY— K*9¢*(~ decays are reconstructed from charged particles misidentification
of pions, kaons, protons, muons and electrons must be considered. The misidentification
(misID) rate can reach up to a few percent, depending on the particle type, and if the
branching ratio of the misidentified decay is large enough this can cause significant
pollution. Typically by changing the mass hypothesis on a particular misidentified
particle to its true identity an intermediate resonance can be reconstructed allowing
a veto in a certain mass window to be applied. In the interest of keeping the signal
efficiency high often the whole resonance is not vetoed but it is possible to gain
background rejection by applying stricter PID requirements on the particles which
have been misidentified. Tab. 4.8 summarises the sources of misidentification for
B?— K*0¢+¢~ decays.
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Table 4.8: Relevant mis-identifications of final state particles. Only the dominant

decay modes are considered here, i.e. large branching ratio and/or similarity to the

signal decay. The branching ratios are taken from the PDG [14]. Where the whole
2 . . . .

q° region is affected the first number corresponds to taking Bgro from the signal

mode, while the number in brackets takes Bg;q from the control mode.

MisID Decay mode ~ Bprc/Bsic | Important for ¢* region
. 0= (¢ = KTYK™)(Jpp — £+07) 0.6 I
T
V= (¢p— KK )0He~ 0.6 signal
. AY — pK(Jhp — £147) 0.4 Jhp
™
P A) — pKeti~ Bprc unknown signal
BO (K — KTn=)(Jhp — £707) N/A Jhp
K <+ mswap
— (K — Kta=)ti- N/A signal
(D* — (D° - K+n)1m ), 180 (2.4) all
=L - (D° - Kt )n={ty, 250 (3.2) all
- (D™ = (K" - Ktr-)n " )ty 360 (5.0) all
— (K9 - Kt )(X - B k 11
s ¢ double — ( — NX = ata) BrG unknown a
- (D™ = (K** - Ktn 7 )n)m 4.0 (0.05) all
K—/ — (D7 = (K** - KTn7)K~){*v; | Bpkg unknown all
*0 + + p—
h s £ swa S (K™ = Kt )(Jj — 0H0) N/A all
— (K*0 — KTr7)((28) — 7¢7) N/A all

K — 7 misID

The source of K — 7 misID comes from B — ¢(— KTK-){t¢~ or BY — ¢(—
KK)J/p(— 00) decays, where one of the kaons is misidentified as a pion. The mass
shift involved in the K — 7 misID is larger than the m(B?) — m(B°) mass shift,
but due to the bremsstrahlung experienced by electrons this background will peak
underneath the signal. The K*° mass window applied in Tab. 4.5 already removes
a large amount these types of decays as can be seen in Fig. 4.1. To remove residual
background events a requirement on m(KK_,,), the invariant mass of the kaon
system when one kaon has been misidentified as a pion, can be applied. A clear
peak at the ¢ mass can seen in this distribution also shown in Fig. 4.1. In order
to remove this background whilst keeping the signal efficiency as high as possible a
pion PID requirement is also applied in the region to be vetoed so the selection is
formulated as !(m(KK_,,) < 1040 MeV/c* && Pi_ProbNNpi < 0.8).
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Figure 4.1: Top: Veto against ¢ — KK decays in 2016 data. The black/blue
distribution shows the background/signal MC sample. The red area is rejected by
the veto. Left: BY — ¢(J/ib — ee) resonant mode plotted in J/ib¢* region. Right:
B? — ¢ee rare mode plotted in central-g> region. Background events peak in
m(KK_,,) at the ¢ mass. Bottom: (left) Offline selection efficiency in 2016 for
BY — ¢(J/p — ee) (right) Offline selection efficiency for BY — ¢ee in central-¢

The cuts defined by the x-axis labels are defined in Tab. 4.7 and these cuts are
applied separately.
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p — 7 mislD

Final states of the form pX/¢*t¢~ (where X = K,7) can mimic the signal decay if
the proton is misidentified as a kaon or a pion. Due to baryon number conservation
present in the SM this final state must originate from a baryonic decay. In the
region around the B mass the most likely candidate is the AY. Since AY — prfT(~
contains a b — d transition it is suppressed with respect to AY — pK ¢~ hence,
p — 7 misID is considered. The resonant decay AY — pKJ/p(— £147) must also
be considered for the control mode. When assigning the pion mass hypothesis to
the proton, the background has a broad distribution under the signal and has no
hadronic resonances so an efficient veto is not possible. The selection requirements
on the m(K ) mass window and PID criteria suppress this background somewhat
as can be seen in Fig. 4.2. Even with this suppression residual events still survive
under the signal peak and are modelled in the final mass fits in Sec. 7 for J/i modes;
for non-resonant modes, the relative contribution is much smaller and therefore this

background is not expected to be significant.
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Figure 4.2: Top: (Black) Background and (Blue) signal shapes in m(p_,,Kee) for
(left) A — pK Jjp (— €707) (right) A) — pK ¢, Right: Offline selection efficiency
for (left) A) — pK J/ib(— £747) in Jh)¢* region (right) AY — pK¢*¢~ in central-¢?
region. The cuts defined by the x-axis labels are defined in Tab. 4.7 and these cuts
are applied separately.
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K <»m swaps

When a kaon and pion originating from a K*° are both misidentified as each other (K
<> swaps), the resulting invariant mass no longer peaks at the K*° mass making
this a source of background. This type of background is heavily suppressed by
PID requirements and after the whole selection the remaining pollution is around
0.1%. When looking at the distribution of m(K_.,7_ ) a broad distribution that
completely overlaps the K** mass region results from this background. Introducing
a veto around the K** mass was considered, as can be seen in Fig. 4.3, however, it
was deemed to reject too much of the signal and therefore is not applied in the final
selection. Mismodelling in the fit due to this remaining source of misidentification

is assigned as a systematic uncertainty.

X
S
1

=

12

{

i
‘\\\‘\\\‘\\\{

|

N i +1.39, ¢ |
Bkg rej.: (77.30_1'39)/(3

0.8 10

Con eff.: (82.06"*%)4
-0.087

|
{
%

0.6

relative effieciency

Counts/25.00 [MeV]

0.4
Total eff.: (0.1052 + 0.0035)%

0.2

0 1 1 1 1 1 1 1 1 1 1 1

Lo g Hrz My ety 10 g rompoonFoompR ™8 Mg

L L L L L IO LB L B

06 08 1 12 14 16 18
m(K_ 1) [MeV

s

x10°

—iny

Figure 4.3: Left: Offline selection efficiency for K <+ 7 swap background in J/i) ¢
region. The cuts defined by the x-axis labels are defined in Tab. 4.7 and these cuts
are applied separately. Right: Shape in m(K_,7_x), the black/blue distribution
shows the background/signal MC sample. The shown veto is not included in the
final selection.

In addition, sources of this background from the more numerous B® — K*0.J/i) (—
£t07) decays can leak into the central-¢> bin as a consequence of resolution effects.
Applying a veto in this case, as seen in Fig. 4.4, would also lead to an unacceptable
loss of signal. Since the amount of leakage is small and only contributes to the lower

mass region a veto is not applied in this case either.
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Figure 4.4: Left: Shape of m(K _,,7_ ) in central-¢* , the black/blue distribution
shows the background/signal MC sample. The shown veto is not included in the
final selection. Right: Distribution of K <> 7 swap in m(Kmee).
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T — ¢ misID

A number of decays contribute to # — ¢ misID, they are semi leptonic and proceed
via D meson resonances. The main decay modes contributing are B® — (D*~ —
(D° — K*ta~)a )ty B® = (D° - Kta~)n (*y, and B — (D~ — (K** —
K*7n7 )7~ ){*y,. Neutrinos cannot be detected in LHCb so if a pion is misidentified as
a lepton of the same type produced in any of these decays they will mimic the signal
decay. These decays have much higher branching ratios than the signal decays and
due to the undetected neutrinos tend to populate the lower mass sideband. Without
a dedicated veto D — K7~ modes are already very strongly suppressed by the
K*® mass cut. To suppress these backgrounds a strict PID requirement (L_ProbNNL
> (0.8, where L is E or Mu) is applied within a 30 MeV/c? window around the D° mass
inm(K*xr~_,) or the D™ mass in m(K+t7n~ 7~ _;). The D meson mass peaks in 2012
electron and muon data can be seen in Fig. 4.5, before and after the veto is applied.
It can be seen that the veto significantly reduces the peaks and the signal efficiency,
evaluated on B — K*%cte~ simulated samples, is > 98%. Purely hadronic decays
such as B — (K** - K*n7)(p - nt7n~) and B —» (D™ — (K* — K*n )77 )w
can also mimic the signal if two pions are misidentified both as muons or electrons.
In this case the PID requirements strongly suppress them and they have negligible

contribution, for the latter decay the m(K n~ 7~ _,) veto adds further suppression.
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Figure 4.5: 2012 data in central-¢ for muon/electron in black/blue. The left (right)
plots show the m(K ¢~ ;) (m(K*tn ¢~ _.)) mass system. Top: Distributions
shown after selection in Tab. 4.5. Bottom: Additional PID requirement around
D mass applied.
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h < ¢ swaps

It is possible that a hadron and a lepton can be misidentified as each other (h > ¢
swap). If these particles come from a resonant decay mode, m(¢¢) will no longer
display a peak at the resonance mass. To catch all the cases K <>  and 7 <> {
misidentifications must be considered. The selection suppresses this type of background
somewhat as seen in Fig. 4.6. For muons when looking at the distributions of
m(p—xp) and m(pup—,,) a sharp peak at the J/ip or ¢(25) mass can be observed.
A veto of +60 MeV/c? around the resonance mass can then be applied as seen in
Fig. 4.7. For electrons the same approach will not work as the resonance mass is not
as well resolved due to bremsstrahlung effects. In this case the background is seen
to peak in the J/p or ¢(25) constrained fit in the m(K_.me_ k) and m(K7_ce_r)
distributions with a much better resolution. A veto of £60 MeV/c? around the B°
mass can then be applied. Comparisons of the vetoes for electrons in both types of

mass system can be seen in Fig. 4.8.
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Figure 4.6: Offline selection efficiency for h <+ e swap background in central-¢?
region. The cuts defined by the x-axis labels are defined in Tab. 4.7 and these cuts
are applied separately.
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4.9.3 Partially Reconstructed Backgrounds

Partially reconstructed decays contributing as backgrounds to K7/l final states
result from > 5 body final states in which one or more particles are not reconstructed
by the LHCb detector and the remaining final state particles mimic the signal decay.
As these backgrounds have as mother particles B and D mesons they will appear
in the lower mass sideband of m(Knw¢/¢). Due to bremsstrahlung this is a particular
issue for electrons so it is important to suppress these types of background as much
as possible. The most relevant partially reconstructed backgrounds are listed in
Tab. 4.9.

Table 4.9: Possible partially-reconstructed decay modes which can contribute. Only
the relevant decays are considered here, i.e. those having a large branching ratio
and/or similarity to the signal decay. The branching ratios are taken from the
PDG [14]. Where the whole ¢* region is affected the first number corresponds to
taking Bgrg from the signal mode, while the number in brackets takes Bg;o from
the control mode.

Decay mode li‘%;‘; Important for ¢ region
BY - (D™ — (K*® — K+ta =)~ ) lty, | 1200 (16) | all

BT —» Ktata=(Jhp — £747) 1.0 Jhp

BT - Ktngta= 4t~ 0.7 signal

BY — (D_ — (K*O — K+7T_)€_Ijg)€+yg

The decay B — (D~ — (K** — K*7){~1,){" vy mimics the signal decay as LHCb
cannot detect neutrinos. This decay has a large branching ratio and efficiently passes
PID and m(K7) mass window requirements in the selection so would be a significant
contribution to the lower mass sideband. However, the m(Kx(~) system resulting

from this decay must have a mass lower than the D~ mass so an efficient veto of
m(Knl~) < 1780 MeV/c? can be applied as seen in Fig. 4.9.

85



? 1 ] %' H‘HH‘HH‘HH‘HHE
2 r s ] = 14 — BKg rej.: (97.28"*)05]
8 0 8; —— B ™ -0.35 B
T T 1 ® 12 —— sig eff.: (93.87°")%4]
(] o i ) -0.16° "]
r ] © E
02) 0.6 ] E 1 ]
< r b c E
o [ ] 2 08 .
=~ 04 — | O b
h Total eff.: (1.1764 +'0:0251)% - 0.6 -
02f ] 04 :
r ] 02 =
0 | | | | | | | | | | | -

I I I I Jx10°

€0 P e Mg Qa0 gm0 s 0 3 35 4 45 5 55

m(KTe) [MeV]

Figure 4.9: Left: Offline selection efficiency for B® — (D~ — (K* —
K*tm)e 1)etv, in central-g> region. Right: Shape in m(Kme™), the black/blue
distribution shows the background/signal MC sample. The cuts defined by the
x-axis labels are defined in Tab. 4.7 and these cuts are applied separately.
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Bt — KrnJip(— ¢7¢7) and BT — Knnlti~

The decays BT — KnnJ/ip(— (T¢7) and Bt — Knrlt{~ can mimic the signal
decay if one pion is not reconstructed. The Knm system may be produced directly
or via a resonance such as K;(1270). For the J/ib control mode a veto on the
J/p constrained mass system of m(Kwlf) can be applied, as seen in Fig. 4.10.
However, as this sculpts the combinatorial background shape, no veto is applied
and this background is modelled in the fit to control modes. In the signal region a
dedicated MVA classifier is trained to reject this type of background and is discussed
in Sec. 4.11. However, as the MVA is not as performant as the one for reducing
combinatorial background, the residual partially reconstructed background must be
accounted for in the final fits. This MVA is also applied to BT — KnanwJ/i) (— ¢7(7)

decays with a loose selection, as a dedicated MVA is not trained for this mode.
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Figure 4.10: Left: Offline selection efficiency for BT — Ktntn(J/ — (147) in
Jfpq* region. The cuts defined by the x-axis labels are defined in Tab. 4.7 and
these cuts are applied separately. Right: Shape in mpgconst- (K mee), the black/blue
distribution shows the background/signal MC sample. The displayed veto is not
used.
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4.9.4 Over-Reconstructed Background

An over-reconstructed decay is a < 3 body decay which has a low momentum
particle added to its decay products in order to mimic the signal decay. The main
source of over-reconstructed background is from BT — KT¢*¢~ decays which have
a low momentum pion from the rest of the event reconstructed along with it. This
background can be considered combinatorial in nature and is heavily suppressed by
an MVA classifier trained to reject combinatorial background, discussed in Sec. 4.11.
A veto of > 5100 MeV/c? is also applied to whichever of m(K¢f) and m(K _.¢f) is
greater. This veto corresponds to ~ m(B®) — m(w) where very little signal would

be expected as seen in Fig. 4.11.
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Figure 4.11: Left: Offline selection efficiency for B¥ — Kee in central-¢> region.
The cuts defined by the x-axis labels are defined in Tab. 4.7 and these cuts are
applied separately. Right: Shape in max(m(Ke~et), m(K_ e e")), the black/blue
distribution shows the background/signal MC sample.
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495 Other

One other type of background which must be considered is that of B? — K*0¢t(~
decays. These decays only differ by the mother particle and no veto has been found
to suppress them in an acceptable manner. Therefore this background must be
considered in the mass fits of Sec. 7 for J/i) modes; for non-resonant modes with the

relative contribution presented, this background is not expected to be important.

4.9.6 Summary of backgrounds considered for fits

As has been discussed in the previous sections a number of backgrounds either
cannot be fully vetoed or are not able to be vetoed at all and therefore must be
considered in the final fits. Tab. 4.10 shows the relevant decay modes and which

regions of ¢? they must be considered for.

Table 4.10: Sources of background which must be taken into account in fits, along
with the ¢? region of importance.

Decay mode Important for fit in ¢ region
BY— K*0Jphp (— £+07) Jp

AY— pK Jpp (— 0107) Jhp

BT — KranJhp(— £707) J/b

BY— K*9(2S)(— £T07) P(25)

AY— pK(28)(— 707) P(25)

Bt — Krnp(28)(— £147) »(25)

BT — Knnlt4~ signal

4.9.7 Summary of exclusive background selection for Ry~

The various vetoes discussed in the previous section are presented in Tab. 4.11
with the relevant ¢? region and decay modes where applicable. The total signal
efficiency for B — K*%e*e~ in both low and central-¢® regions is shown in Fig. 4.12.
The expected number of background events in the various ¢? regions for all the

backgrounds considered here can be found in Appendix C.2
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Table 4.11: Summary of the exclusive background selection requirements.

Background

Requirement

Applied for

BY — ¢t~
BY - (D° — Kn)r—¢tv
BY - (D~ — Knn)ttv

h > £ swap

BY — (D~ — K*%w)tv

I(m(K(r— K)) < 1040 MeV && Pi_ProbNNpi < 0.8)

W(|m(K+e~ o) — mPPGE (DY) < 30 MeV && L_ProbNN1 < 0.8)
W(m(Ktate— L) —mPPG (D) < 30 MeV && L_ProbNNl < 0.8)
(m(p—np) — miﬁiwgs)ﬂ < 60MeV && M_ProbNNmu < 0.8)

WMy (b (29))constr. (h—ehepe) — mgg)c\ < 60MeV && E_ProbNNe < 0.8)

m(Knl~) < 1780 MeV

Bt — Ktetes maz(m(Ke0), m(K_££)) < 5100 MeV
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2 r J— 2 N ]
@ 3 1 Q - - —
) F 4 [3) = B
QL 08 — Q08 -
= o 4 b= = i
© L ] © L ]
) 3 1 ) - B
o 0.6 — o> 06— -
£ [ ] £ L ]
n L ] (2 L ]
04r Total eff.: (96.1279 + 0.2080)% | 04 Total eff.: (87.9205 + 0.2370)% 1
02 n 02 _
ol | | | | | | | 1 ol | | | | | | | ]

Bop,. By, Buy s, 8y Bg, Par, C 8y, 8oy, B Os,. 8y B Pan
i DgE/\/um;) RN é;DKSWDQ " QD)W% Ry ey K ZDHE’VU;DDENUPID %KS’P/DZ * D, as ) CO%"’&’

all
all
all

all pp

all ee

low + central-g2

all

Figure 4.12: Signal efficiencies for K*%ee of all applied background vetoes for low
(left) and central (right) ¢*.
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4.10 Exclusive Backgrounds for BT — KT¢1¢~

Background studies undertaken for B* — KT¢*/~ modes follow the same strategy as
for B — K*0¢+¢~ described in Sec. 4.9.1. For these type of decays the main sources

of background are from misidentification and partial reconstruction of decays.

4.10.1 Misidentification

For BT — K*{*{~ decays fewer types of misidentification can occur than for B® —
K*00+ ¢~ decays since it is a 3-body final state containing only one hadron. Table 4.12
shows possible sources of misidentification, the relevant branching ratios and the ¢?

regions in which they are particularly important.

Table 4.12: Relevant mis-identification of final state particles. Only the dominant
decay modes are considered here, i.e. those with a large branching ratio and/or
similarity to the signal decay. The branching ratios are taken from PDG [14]. Where
the whole ¢? region is affected the first number corresponds to taking Bgr from the
signal mode, while the number in brackets takes Bgrg from the control mode.

MisID Decay mode ~ Bpra/Bsic | Important for ¢ region
Bt - .04
S K = a(Jhp = £TL7) 0.0 Jp
BT — wlte~ 0.04 signal
N BT — (D° - Ktr )ity 2060 (16) all
™ _
Bt - (D" - KT¢—v)nt 350 (3) all
m — £ double | Bt — (D° — K*tn~ )zt 410 (3) all
BT — Kt (JRp — £107) N/A all
K < { swap
BT — Kt (¢(2S) = £7¢7) N/A all

7 — K misID

If a pion is misidentified as a kaon, BT — «tJ/i) (— £T¢7) or BT — «¢*t{~ decays
can mimic the signal decay. Compared to BT — KT(*{~ decays, which are b —
s{t{~ transitions, BT — 7 /T¢~ decays are b — d decays which are suppressed
and the PID requirements in the selection also act to reduce this as can be seen in
Fig. 4.13. The remaining contributions from these backgrounds are modelled in the
final mass fits, discussed in Sec. 7. However, they are only considered for J/i) modes
because with the current statistics in the non-resonant modes they are not expected

to be resolvable.
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Figure 4.13: Left: Offline selection efficiency for BT — w(Jip — (T07) in Ji)
¢ region. The cuts defined by the x-axis labels are defined in Tab. 4.7 and these
cuts are applied separately. Right: Shape in m(7w_x/¢¢), the black/blue distribution
shows the background/signal MC sample (no dedicated veto applied).
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T — ¢ misID

Sources of m — ¢ misID come from B decays proceeding via an intermediate D
resonance, such as BT — (D = K+*7~ )Ty and BT — (D° — K*{~v)7". These
decays can mimic the signal decay if a pion is misidentified as a lepton of the same
flavour as the other lepton in the final state. To suppress BY — (D° — K7~ ){*tv
decays the m(K*m_,-) mass system can be reconstructed. A peak at the D mass
in this spectrum is a clear signal for this misidentified background. To veto this
background a PID requirement of . ProbNNI > 0.8 is applied using a mass window
of m(D) + 40 MeV/c* within the m (K" m_,,~) mass spectrum, as can be seen in
Fig. 4.14. A veto on m(K (™) is used to suppress Bt — (D° — K*{~v)n* as can
be seen in Fig. 4.16.
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Figure 4.14: Left: Offline selection efficiency for B¥ — (D° — K*7 )(*v in
central-¢g> region. The cuts defined by the x-axis labels are defined in Tab. 4.7
and these cuts are applied separately. Right: Shape in m(K ¢~ ), the black/blue
distribution shows the background/signal MC sample.
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K < { swap

This situation is analogous to that of h <> ¢ swaps in the Ry~ case. These types
of backgrounds, largely from the resonant modes BT — KTJji)(— (T(7), are
problematic as the resulting decays in the resonant mode no longer peak at the
B mass or the J/ib mass in the control mode. The vetoes for these decays are
directly analogous to the vetoes for K <+ ¢ swaps in the Rg+ case and can be seen
in Fig. 4.15.
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Figure 4.15: Veto against K <> ¢ swaps for pu (left) and ee (right), the black/blue
distribution shows the background/signal MC sample.
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4.10.2 Partially Reconstructed
The relevant partially reconstructed background processes are summarised in Tab. 4.13.

Table 4.13: Possible partially-reconstructed decay modes which can contribute.
Only the relevant decays are considered here, i.e. those having a large branching
ratio and/or similarity to the signal decay. The branching ratios are taken from
PDG [14]. Where the whole ¢* region is affected the first number corresponds to
taking Bgrg from the signal mode, while the number in brackets takes Bg;o from
the control mode.

Decay mode ~ BerG/Bsigna | Important for ¢* region
Bt — (D° - Kt~ )ity 1777 (13) all

BY — K*O(Jhp — £107) 0.8 JIp

B® — K*0¢t— 1.5 signal

BT — (D° — KT{ o)tV

The Bt — (D° — K*¢~7){*v decay mimics the signal decay in LHCb as neutrinos
are not detected. In a similar fashion to the Rg~ style veto for this sort of background,
a selection of m(K¢~) <1885 MeV/c? is applied as can be seen in Fig. 4.16. It can
also be seen that this helps to suppress BT — (D° — K¢~ v)rt decays.
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B~ K*OJhp (= 040

The decay B® — K*°Jjp(— £1¢7) can mimic the signal decay if a pion from the
K*Y is not reconstructed. These decays can be vetoed in the J/i) control mode in
an analogous way to Ry« as seen in Fig. 4.17. However, as this also sculpts the
combinatorial shape, no veto is applied and the source is modelled in the control
mode fits.
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Figure 4.17: Left: Offline selection efficiency for B® — K**(Jj) — ¢147) in Jf) ¢?
region. The cuts defined by the x-axis labels are defined in Tab. 4.7 and these cuts are
applied separately. Right: Shape in mjpsconsi-(Kmee), the black/blue distribution
shows the background/signal MC sample.
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B — K*%¢te™ and B — Kmete™

The decays B — K*%eTe™ and B” — Kmete™ mimic the signal decay if a pion,
from the K*° resonance for the former decay, is not reconstructed. A dedicated
MVA is designed to suppress partially reconstructed B® — K*Yete™ decays and is
discussed in Sec. 4.11. Since this MVA cannot suppress all of this background the
remaining component is modelled in the final mass fits discussed in Sec. 7. For the
resonant case it is also necessary to consider its isospin partner Bt — K*tete~
where the K** decays to a charged kaon and a neutral pion. Since none of these

backgrounds can be fully vetoed they are modelled in the final fits.

4.10.3 Backgrounds unable to veto

For Ry there are fewer backgrounds which remain after the vetoes previously discussed
that must be considered in the final fits than the Ry« case, Tab 4.14 lists these

backgrounds and the ¢? regions in which they are important.

Table 4.14: Backgrounds that cannot be vetoed that must be modelled in the mass
fits, together with the ¢ regions they are important for

Decay mode Important for ¢> region
Bt — v Jhp(— £747) J/

BY— K*OJp (— £107) Jhp

BY— K*0(28)(— £+47) P(29)

B — K¢t~ signal

4.10.4 Summary of exclusive background selection for Rx

A summary of all the vetoes applied for Rx and the ¢ region in which they are
applied is shown in Tab. 4.15. The combined efficiency of these vetoes on the low

and central-¢g*> regions for BT — KTeTe™ decays is shown in Fig. 4.18.

Table 4.15: Summary of the exclusive background selection requirements.

Background Requirement Applied for

Bt (D% —» Ktr— )ty | [(m(Kte~ Sn) — mPPG (DY) < 40 MeV && L_ProbNN1 < 0.8) | all
(m(p— xp) — miﬁ?w(QS))\ < 60 MeV && (M_ProbNNmu < 0.8) | all uu

K < ¢ swap !(|m(,/w7(w(23))wnsm(Kﬁee_ﬂ(e) — ngG\ < 60MeV && all ee
E_ProblNe < 0.8)
Bt — (D = Kt )ty | m(KE€7) < 1885 MeV low + central-g?
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411 Multivariate classifiers

CATBOOST classifiers developed by Yandex [128] are used in conjunction with
the Reproducible Experiment Platform [129] to reduce combinatorial background
(MVAgous) for £7¢7 modes and to reduce partially reconstructed backgrounds
(MVApReco) for ee modes only. Separate classifiers are always trained for B and
BT decays, for pup and ee modes, and in the three separate run periods. This leads
to 12 separate trainings for classifiers designed to reduce combinatorial background
and six separate trainings for classifiers designed to reduce partially reconstructed

backgrounds.

Samples used to train the classifiers have the full selection applied and consist of
proxies for the signal mode in question and the type of background desired to be
suppressed. The signal proxy is a simulated sample of the signal mode of interest.
The background proxy for combinatorial background comes from the upper sideband
in collision data. The background proxy for partially reconstructed backgrounds is

taken from simulated samples of the decay modes known to contribute.

In order to have a reasonable sample size for the combinatorial background to
train with, especially in RUN 1, trigger categories are combined as well as low- and
central-¢g?> regions for MVAcoys. For consistency the same procedure is followed
for MVApReo. Training is split by run periods with a separate training performed
for RUN 1, RUN 2P1 and RUN 2P2 datasets.

When creating samples for training, the number of signal and background events
are chosen so that equal amounts are used. Therefore, the limit on the statistics
used in the training is restricted by which of the signal or background datasets has
fewer entries. This is only a real issue for the combinatorial training where there are
relatively few events in the upper sideband in collision data after the full selection
compared to the large statistics of the signal simulation produced. Where the full
statistics of the sample are not used due to this approach, the events are chosen
at random to avoid taking events from only one year of the run period or only one

magnet polarity.

To avoid biases, a k-fold approach [130], where 10 classifiers are iteratively trained,
is implemented. A classifier uses 90% of the events from the training sample to
train with and is applied to the remaining 10% that was not used in the training
to evaluate its performance. The ten folds are chosen using the modulo of the

eventNumber, a unique number given to each event, with 10. For the first fold, all
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events for which this operation yields 0 are chosen to be in the 10% of data to be
used to evaluate performance, whilst events for which the operation yields numbers
from 1-9 are used for training. This process is then repeated another nine times,

each time leaving out a different tenth of the data from the training sample.

Once trainings are performed for each of the run periods for muon and electron
modes, the MVA responses that are produced are then applied to all samples.
Classifiers to suppress combinatoric backgrounds, MVAgous, are applied to all
modes whilst those suppressing partially reconstructed backgrounds, MVApgrgco,
are only applied to ee modes. Classifiers trained with RUN 1 data are applied to
2011 and 2012 samples, those trained with RUN 2P1 data are applied to 2015 and
2016 samples, and those trained with RUN 2P2 data are applied to 2017 and 2018
samples. For events that were used in training the ten MVAs, the MVA which did

not have that event in its training sample is applied.

Signal and background samples

Samples representative of the signal and the background one wishes to reduce are
required as inputs to train the classifier. The proxy for signal is fully reconstructed,
selected and truth matched (Sec. 4.3) B® — K*%¢*(~ (for Ry+) or Bt — K{t(~

(for Ry ) simulated events.

As a proxy for combinatorial background, events in the upper-mass sideband of
collision data are taken. The lower sideband is not suitable for training as it contains
a significant fraction of partially-reconstructed background, as well as signal for
electron modes. The upper sidebands are defined as m(B) > 5400 MeV/c? and
m(B) > 5600 MeV/c? for muon and electron modes, respectively, with the upper
limit being set by the stripping requirements (Tab. 4.1). The full selection is
applied to the collision data in the mass ranges defined. An exception to this is
for trainings with a signal proxy of B® — K*YeTe~ decays, where, to increase the
available statistics in the upper sideband, the requirement on the K*° invariant mass
is relaxed to a mass window of £200MeV/c? around the true K** mass instead of
+100MeV/c?. A summary of the available signal and upper sideband statistics can
be seen in Tab. 4.16, showing that in every case the upper sideband statistics are
the limiting factor following the strategy of training with an equal number of signal

and background events.
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Table 4.16: Statistics of Signal and Background samples used to train MVAcoys.
The number in brackets denotes the full size of the sample compared to what was
used. The upper sideband in data is defined as > 5400 MeV for muon modes and as
> 5600 MeV for electron modes.

Training Signal events (MC) | Background events (Data)
Bt — K*tu*u~ Run1 23217 (102991) 23217 (limiting)
Bt — K*tutu~ Run2pl 40417 (65970) 40417 (limiting)
Bt — Ktutu~ RuN2p2 68222 (122538) 68222 (limiting)
Bt— K*ete” RuN1 4715 (18498) 4715 (limiting)
Bt — KTete” Run2prl 10489 (26291) 10489 (limiting)
Bt — Ktete™ RUN2P2 16286 (63019) 16286 (limiting)
BY— K*u ™ RuN1 3884 (43132) 3884 (limiting)
B~ K*0ut i~ RUN2p1 5331 (66247) 5331 (limiting)
B~ K*0ut i~ RUN 2p2 9382 (118276) 9382 (limiting)
B'— K¥ete” RUN1 1051 (42800) 1051 (limiting)
B~ K*0¢te~ RUN2P1 2095 (62512) 2095 (limiting)
B°— K*%¢te~ RUN 2p2 3869 (66997) 3869 (limiting)

Input Variables

The classifier for reducing combinatorial background has as its input 23 variables
for trainings involving B® modes and 16 variables for trainings involving B+ modes.
For both B* and B trainings the same variables are used for ee and pu modes and

the variables remain unchanged for trainings performed in different run periods.

The input variables are selected from a larger set of variables which all showed
differences in the distribution of that variable in the respective signal and background
samples. To reduce this set of variables a backward elimination is performed.
This involves using all variables in training an MVA from one run period for both
electron and muon modes for one fold. Using feature importances provided by
CATBOOST the least important variables are removed and trainings are repeated
until a significant change is observed in the area under the ROC (Receiver Operating
Characteristic) curve (around 1%) for either the electron or muon mode. The
variables which result from this elimination procedure describe the kinematics of the
decay and quality of the tracks and vertices. The variables are listed in Tab. 4.17 and
Tab. 4.18 for BY and B* trainings, respectively. The comparison of these variables
between signal and background samples with the full preselection applied for muon

and electron modes can be found in Appendix D.1.
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Table 4.17: Summary of the input variables to MVAgows for B° trainings. The
variable pr corresponds to the transverse momentum, x7p o ypy t0 the quality
of the impact parameter fit with respect to the particles’ own primary vertex,
X%p ownpy to the quality of the flight distance fit with respect to the particles’
own primary vertex, x%p»/ndf to the quality of the vertex fit divided by the number
of degrees of freedom and DIRA to the DIRA angle.

Particle Variables
BY P, X%P_OWNPV’ X%D_OWNPV? Xatx/0df, Xhpp/ndf, DIRA
K0 PT. Xip ownpPvs XED ownpvs Xee/ndf, DIRA
e PT. Xip ownpPvs XED ownpvs Xet/ndf, DIRA
h min, maz(pr.x, prx), Min,max (X%P_OWNPV,Kv X%P_OWNPVJ)
¢ min, max(pre+, Pre-), min(X.QTP_OWNPV,Z*" X%P_OWNPV,E—)

Table 4.18: Summary of the input variables to MVAcoyus for BT trainings. The
variable pr corresponds to the transverse momentum, x7p o ypy to the quality
of the impact parameter fit with respect to the particles’ own primary vertex,
X%p ownpy to the quality of the flight distance fit with respect to the particles’
own primary vertex, x%p»/ndf to the quality of the vertex fit divided by the number
of degrees of freedom and DIRA to the DIRA angle.

Particle Variables
Bt pT. Xip ownpvs XEp ownpvs Xew/Ddf, Xppp/ndf, DIRA
K pr, X%P_OWNPV
e PT: Xip_ownpvs XEp_ownpvs Xew/ndf, DIRA
¢ min(pr e+, Pre-)s mimmm(ﬁp_omuvpv,eﬂ X?P_OWNPV,Z*)

Training and Checks

After the training has been completed a number of checks can be made to determine
the effectiveness of the trained classifier. For puu and ee modes in RUN 1 Figs. 4.19
and 4.21, respectively, show ROC curves resulting from each of the ten folds used
for training. These are representative of all run periods used for training. For cases
with the highest statistics the ROC curves from each fold agree very well with each
other and all cases show consistent behaviour between folds. In all cases the average
area under the ROC curves is above 0.98 indicating very good performance (high

signal classification and high background rejection).

The CATBOOST classifier can return the importance of the variables passed to the

classifier for training, identifying the most discriminating variables. For B trainings,
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the most discriminating variable is the x? of the kinematic fit to the B° performed
using DecayTreeFitter followed by the pr of the B? for both pu and ee modes.
For B* trainings, the most discriminating variable is the y? of the kinematic fit to
the BT performed using DecayTreeFitter followed by the x%p of the K for the upu
mode and the pr of the BT for the ee mode.

Overtraining checks are performed to test how well the classifier responds to unseen
data, examples from one fold for upu and ee modes in RUN 1 can be seen in Figs. 4.20
and 4.22, respectively. In general, these are representative of the other folds in RUN 1
and folds from other periods. The best agreement is between the training and testing
samples for the higher statistic cases, however the other samples do not show signs
of overtraining. The reduced performance of the BY ee mode here is due to very low
statistics in RUN 1, with higher statistics in RUN 2P1 or RUN 2P2 the agreement is

much better.

Further plots detailing the relative importance of the input variables from one
representative fold and the correlation of the MVA output with the B meson mass
and ¢? in RUN 2P1 can be found in Appendix D.2. No significant correlation can be

seen in either the B mass or ¢* and this is seen in the other run periods as well.
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Figure 4.19: ROC curves for MVAcoys for puu modes in RUN 1 for (left) BT and
(right) B trainings for all 10 folds, represented by the 10 different coloured lines in

each plot.
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Figure 4.20: Overtraining plots for MVA oy for one fold in RuN 1 for (left) B*
and (right) B° trainings for i modes. The red and blue histograms represent signal
and background data used for training respectively, corresponding to 9/10%"s of the
total training data. The red and blue points represent signal and background data
used for testing respectively, corresponding to the tenth of the training sample left
out of this particular training.
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Figure 4.21: ROC curves for MVAcous for ee modes in RUN1 for (left) BT and
(right) B trainings for all 10 folds, represented by the 10 different coloured lines in

each plot.
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Figure 4.22: Overtraining plots for MVA oy for one fold in Run 1 for (left) B*
and (right) B trainings for ee modes. The red and blue histograms represent signal
and background data used for training respectively, corresponding to 9/10%"s of the
total training data. The red and blue points represent signal and background data
used for testing respectively, corresponding to the tenth of the training sample left

out of this particular training.
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Signal and background samples

Samples representative of the signal and the background one wishes to reduce are
required as inputs to train the classifier. The proxy for signal is fully reconstructed,
selected and truth matched (Sec.4.3) B — K*0¢*(~ (for Ry~) or BT — K*{t(~

(for Rk) simulated events.

As a proxy for partially-reconstructed background for ee modes in the low- and
central-¢? regions, simulated samples of the relevant decays are used. These samples
are fully selected with the additional requirement on TupleToolMCBackgroundInfo
to be (20 || 30 || 40 || 50) to ensure partially reconstructed events are selected for
the training. For trainings with a signal proxy of Bt — Ktete™ decays, a sample
of B — K*%¢te~ MC is used as a proxy for background. If a 7 from the K** decay
is missed when reconstructing this decay it will mimic the signal. For trainings with
a signal proxy of BY — K*%ete™ decays, a sample of Bt — KrreTe™ MC is used
as a proxy for background. If a 7 is missed when reconstructing this decay it will
mimic the signal. A summary of the available signal and background statistics can
be seen in Tab. 4.19.

Table 4.19: Statistics of Signal and Background samples used to train MVApgrgeo.

The number in brackets denotes the full size of the sample compared to what was
used.

Training Signal events (MC) | Background events (MC)
BT > K'ete RUNI 18498 (limiting) 18498 (35568)
Bt — K*etem RUN2PL | 262901 (limiting) 26291 (96348)
B*— K*ete™ RUN2pP2 61975 (63019) 61975 (limiting)
B'— K¥%*e RUN 1 26824 (42800) 26824 (limiting)
B — K*%Te~ RUN2P1 62512 (limiting) 62512 (73913)
BY— K*0¢*e~ RUN 2p2 27027 (66997) 27027 (limiting)

Input Variables

The classifier for reducing partially reconstructed background has as its input two
different sets of 14 variables for B® and B* trainings. The variables used for B° or

BT trainings do not change for trainings performed in different run periods.

Variables are selected based on the procedure outlined in Sec. 4.11.1 and describe
the kinematics of the decay, quality of the tracks and vertices, and isolation. Cone

isolation variables are computed in a 0.5 mrad cone around the particle of interest.

107



MULT type variables denote the multiplicity within the cone excluding the particle
of interest. SP'T type variables denote the scalar sum of pr of tracks within the
cone not related to the particle of interest. IT type variables denote how much of
the pr of the cone is of the particle of interest. The variables are listed in Tab. 4.20
and Tab. 4.21 for B and BT trainings, respectively. There is good agreement
between data and MC for these variables and plots can be found in Appendix E.
The comparison of these variables from the relevant signal and background samples

with the full preselection applied can be found in Appendix D.1.

Table 4.20: Summary of the input variables to MVApgrgeo for B° trainings. The
variable pt corresponds to the transverse momentum, x%p o ypy to the quality
of the impact parameter fit with respect to the particles’ own primary vertex,
X2p ownpy to the quality of the flight distance fit with respect to the particles’
own primary vertex, X57r/ndf to the quality of the vertex fit divided by the number
of degrees of freedom and DIRA to the DIRA angle.

Particle Variables

B Xip ownpv: Xorp/ndf, X2 /ndf, DIRA, vertex isolation one-track-y?,

vertex isolation one-track-mass

K*0 DIRA, x2./ndf, X¥p ownpv
Vo DIRA, x%pioWva, XQFD70WNPV
h min(pr,i, Prx)
l charged-cone isolation min(MULT [T, MULT (™)

Table 4.21: Summary of the input variables to MVApgrgco for BT trainings. The
variable pt corresponds to the transverse momentum, x%, o ypy to the quality
of the impact parameter fit with respect to the particles’ own primary vertex,
X2p ownpy to the quality of the flight distance fit with respect to the particles’
own primary vertex, x5, /ndf to the quality of the vertex fit divided by the number
of degrees of freedom and DIRA to the DIRA angle.

Particle Variables

BT T, Xop ownpy, DIRA, vertex isolation one-track-y?2,

vertex isolation one-track-mass

+p— 2 2
A DIRA, Xip_ownNPV: XFD _OWNPV

K T
l min(x? X2 )
IP_OWNPV+> XIP_OWNPV(—)s

charged-cone isolation min, max(APT [T, APT (™)
charged-cone isolation max(MULT [T, MULT [~)

charged-cone isolation min(IT *, IT [7)
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Training and Checks

ROC curves for RUN1 for B° and B* trainings can be seen in Fig. 4.23. The
performance is reduced compared to the combinatorial case as this background is
very similar to the signal in a number of distributions. These are representative of

all the run periods.

For both B? and B* the most discriminating variable is the B vertex isolation

one-track-mass followed by the B vertex isolation one-track-x?.

Overtraining plots for B® and B* trainings from one fold from RUN 1 can be seen
in Fig. 4.24. There is good agreement and overtraining is not present. These are

representative of all folds and run periods.

The relative importance of in the input variables from one representative fold and
the correlation of the MVA output with the B meson mass and ¢? can be found in
Appendix D.2.
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Figure 4.23: ROC curves for MVApRryeo for ee modes in RUN1 for (left) BT and
(right) B trainings for all 10 folds, represented by the 10 different coloured lines in
each plot.
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Figure 4.24: Overtraining plots for MVApggeo for one fold in RuN 1 for (left) B*
and (right) B trainings for ee modes. The red and blue histograms represent signal
and background data used for training respectively, corresponding to 9/10%"s of the
total training data. The red and blue points represent signal and background data
used for testing respectively, corresponding to the tenth of the training sample left
out of this particular training.
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4.12  MVA working point optimisation

To determine the optimum value of the MVA responses to cut upon to retain the
maximum amount of signal whilst removing the most background, the significance
is chosen as the figure-of-merit. The significance is defined as Ng/v/Ns + Np where

Ng and Np are the expected number of signal and background events, respectively.

Fully selected MC can be used to extract Ng, whilst fits to the reconstructed B
meson mass in data, where possible to just the upper and lower sidebands but also
full fits where this is necessary, are used to extract Ng in a defined signal region.
This region is chosen to contain a large fraction of the genuine signal to determine

the amount of background lying directly underneath it.

The optimisation is performed, with trigger categories combined, separately for B°
and B*, for ee and juu modes, for the three run periods and in four regions of ¢?
corresponding to low and central (rare mode) regions and J/i» and ¢(2S) (control
modes) regions. This results in 48 separate optimisations. Depending on the ¢*¢~
mode and the ¢? region, the following can differ: the MC sample to be used to
determine Ng; whether or not the data fit is to the reconstructed B meson mass or to
the B mass determined from DecayTreeFitter; or whether the optimisation will be
performed in 1 dimension (MVA o) or 2 dimensions (MVA oy and MVApggceo)-

In general all puu and control mode optimisations are done in 1D.

The optimisation procedure consists of iterating through cut values on the MVA
response, which can take values from 0 to 1, and determining Ng and Ng for each
iteration and from that the significance. When all iterations have been completed a
maximum is then located in the significance and the cut value at that maximum is
concluded to be the optimum cut value. As Ng and Ngy are essential ingredients to

this procedure how they are determined will be elaborated below.

The number of signal events, Ng, is determined using inputs from both simulation
and data. Firstly the number of events, Ny, for the fully selected and truth
matched MC sample of interest in a defined signal window are counted. For pu
modes the signal window is defined as m(B) £ 50 MeV/c?. The signal window for ee
modes has a wider range of 5150-5350 MeV/c? in order to account for bremsstrahlung.
Before any iterations of the optimisation can proceed however, Nyic must be scaled

by a factor that accounts for the actual amount of signal, Nexpected, We would expect
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in this signal window. To determine this factor yields of B — K®).Jj)(— £f)
modes, Np, k) jp (), are taken from Plotted data (Appendix B) and summed
over both trigger categories and the years making up the given run period. The
B — K® Jh)(— €0) yield is then scaled by the ratio of the branching fraction of
the signal mode of interest (defined by the ¢ region), Bg, and the particular J/)
resonant mode, Bp g ey A further scaling is applied by the ratio of the
efficiencies of the fully selected signal mode of interest, €g, and the fully selected
B— K® . Jh)p(— £0) mode, €8k ey If a B— K™ Jh) (= £0) optimisation is
performed both of these ratios will be unity. So for Rg+ in a particular run period
Bs €5

) X X .
Bpo_, ko Jp (—0+4-) €BO K*0 Jp (—£+07)

Nexpected = NB0—>K*OJ/¢ (—bte—

This results in a scale factor ag = Nexpected/Nvc Which is applied to the number of
simulated events given the MVA cut of that iteration of the optimisation, Nyicjmva cuts

to determine Ng such that

Ns = as X Nucimva cut -

The number of background events, N, is determined from fits to the B meson mass
in data. Where possible fits are performed to the upper and lower sidebands and
then extrapolated into the signal regions defined previously to determine Ng. This is
the general procedure for all pu modes and control modes where an estimate of the
combinatorial background in the signal region is required and using an exponential
to model this is sufficient. However, for ee modes in low- and central-¢®> regions
an estimate for the combined combinatorial and partially-reconstructed background
in the signal region is required. This necessitates using a component to model the
partially-reconstructed background. To obtain stable fits in these cases requires
performing a full fit to the data with three components: a double sided crystal ball
for the signal; an exponential for the combinatorial background; a RooKeysPdf of
the partially reconstructed background of interest. In the central-¢> region it is also
necessary to add a further component, a RooKeysPdf to model the B— K™ J/ (—
00) leakage with its yield constrained. In all cases the background samples used to
produce RooKeysPdf’s are fully selected with the MVA cut of the current iteration
applied.

To summarise all the cases:
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e Low- and central-¢?> pu modes: An exponential is used to model combinatorial
background and a fit is performed to the lower and upper sidebands of the
reconstructed B meson mass. A 1D optimisation in MVA cous is performed.

An example fit and optimisation scan can be seen in Fig. 4.25.

e J/ip () modes: An exponential is used to model combinatorial background
and additionally a RooKeysPdf of B® — XJi)(— pTp~) (Ryg+) or BT —
XJW(— ptp™) (Ri) is used for better fit stability in the lower sideband.
Fits are performed to the lower and upper sidebands of the DecayTreeFitter
B meson mass. A 1D optimisation in MVA oy, 18 performed. An example fit

and optimisation scan be seen in Fig. 4.26.

e (25)(pp) modes: An exponential is used to model combinatorial background
and a fit is performed to the lower and upper sidebands of the DecayTreeFitter

B meson mass. A 1D optimisation in MVA oy is performed.

e low-¢°> ee modes: A full fit to the reconstructed B meson mass is performed
consisting of three components. The signal is modelled by a double sided
crystal ball, a fit to simulated signal in the low-¢? region is used to determine
the final parameters used for the fit to data. The combinatorial background is
modelled by an exponential and partially-reconstructed background is modelled
by a RooKeysPdf of partially-reconstructed simulated BT — Knmete™ for Ry~
or B — K*ete™ for Rg. A 2D optimisation in MVA cous and MVApRraco
is performed. As a cross-check two 1D optimisations are also performed with
the same fit configurations, first a 1D scan in MVA o is performed and the
optimum cut is extracted. Secondly fixing the optimum MVAoys cut a scan
in MVApRraco is performed. The results of these “1D+1D” scans can then
be compared to the full 2D scans. An additional cross-check performed is to

undertake the 2D scan with all run periods combined.

e central-¢?> ee modes: A full fit to the reconstructed B meson mass is performed
consisting of four components. The first three components are identical to the
low-¢* case above, the fourth component is a RooKeysPdf of J/) leakage into
the central-¢®> region obtained from applying the selection of the central-¢?
region to the simulated J/ip data. This leakage component has its yield
constrained by determining a scale factor between the (Plotted J/i» yield
and the number of simulated J/i) events and then applying this factor to

the number of simulated J/i) events determined to pass the selection of the
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central-¢g> region. A 2D optimisation in MVAgous and in MVApruco iS

2 case above are

performed. The 1D cross-checks as described in the low-¢
also performed here as well as running with all run periods combined. An

example fit and optimisation scan be seen in Fig. 4.27.

JNp (ee) modes - MVAcous: An exponential is used to model combinatorial
background and additionally a RooKeysPdf of B — X J/i)(— ete™) (Ry-+)
or BT — XJh(— ete”) (Rk) is used for better fit stability in the lower
sideband. For the DecayTreeFitter B meson mass, fits are performed to the

lower and upper sidebands, and a 1D optimisation in MVA o is performed.

Jp (ee) modes - MVApRgco: The MVApgrpeo has some power to reduce
partially reconstructed background in the J/i) case also, though not as much
as for the rare modes. This requires a full fit to the reconstructed B meson
mass with three components. The signal component is a double-sided crystal
ball, with its final parameters decided by a fit to the simulated J/ib data. An
exponential is used to model the combinatorial component whilst a RooKeysPdf
of BY — XJh)(— eTe™), Bt — XJh)(— ete”) and BY — X Jh)(— ete™)
combined is used to model partially-reconstructed background. This optimisation
has as a fixed cut the optimal MVA cous cut from the previous bullet and a 1D
optimisation in MVApRggeo is performed. This case together with the previous
case defines a “1D+1D” optimisation. An example fit and optimisation scan
be seen in Fig. 4.28.

¥ (25)(ee) modes: Identical to the ¥(25)(upn) modes a 1D optimisation in
MVA cous is performed.
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Figure 4.25: (top) Example fit before any MVAcoys cut is applied for central-¢
optimisation in RUN 1 for B® — K*°u* 1~ .The red line represents an exponential,
with the solid lines denoting the fit region and the dotted line denoting the region the
fit is extrapolated into. (bottom) Plot showing how the significance (blue), signal
efficiency (red) and (1 —background efficiency) (green) evolve over the space of cuts.
The MVA ous response is on the x-axis with the efficiency and significance on the
left and right y-axis scales, respectively.
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Figure 4.26: (top) Example fit before any MVAgoys cut is applied for J/
optimisation in RUN 1 for B®— K*°J/) (= ptp~). The solid red line denotes the full
model with all components combined, the red dotted line denotes an exponential and
the blue shaded area is a RooKeysPdf of BY — X J/i) (— p*uu~) modelling partially
reconstructed background with the blue dotted line being this component outside of
the fit region. (bottom) Plot showing how the significance (blue), signal efficiency
(red) and (1 — background efficiency) (green) evolve over the space of cuts. The
MVA oms response is on the z-axis with the efficiency and significance on the left
and right y axis scales, respectively.
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Figure 4.27: (top) Example fit before any MVAcoys or MVApRoo cut is applied
for central-¢*> optimisation in RUN2P1 for Bt — KTete™. The solid red line
represents the whole model with all components combined. The red dotted line
represents the signal modelled by a double sided crystal ball function. The blue
shaded area represents combinatorial background modelled by an exponential. The
green shaded area represents partially reconstructed background modelled by a
RooKeysPdf of partially reconstructed BY — K*%eTe~ MC. The pink shaded area
represents J/i) leakage modelled by a RooKeysPdf of BT — Kt .J/i)(— ete”) MC
under the central-¢? selection. (bottom) Plot showing the significance over the space
of cuts scanned with MVApgrgeo and MVA cous On the - and y-axes, respectively.
A darker blue denotes a greater significance.
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Figure 4.28: (top) Example fit with no MVApgrgco cut applied for J/i» optimisation
in RuN1 for B = K*Ji)(— ete”) with the optimal MVAgoys cut already
applied. The solid red line represents the full model with all components combined.
The dotted red line represents the signal modelled with a double sided crystal ball
function. The blue shaded area represents the combinatorial background modelled
by an exponential. The green shaded area represents the partially-reconstructed
background modelled by a RooKeysPdf of B — X Ji)(— ete™), BT — XJ/)(—
ete”) and BY — X J/i)(— ete”) MC combined. (bottom) Plot showing how the
significance (blue), signal efficiency (red) and (1 — background efficiency) (green)
evolve over the space of cuts. The MVApruco response is on the z-axis with the
efficiency and significance on the left and right y-axis scales, respectively.
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The optimal cuts resulting from the optimisation can seen in Tab. 4.22. Some of the
cuts presented in the table have been unified to a common value, the reasons are as

follows:

e Unified cuts for pp control modes: For J/i (up) and ¥(2S)(pp) modes the
optimal cut values are always close to 0 and very compatible between years.
As can be seen from the optimisation plots the signal efficiency is fairly flat
and the significance does not change a great deal numerically. However the
loss in combinatorial background does increase to plateau around a cut value
of 0.05 which rejects around 50% of the combinatorial background according
to the fits. Due to this all the cuts for pu control modes are moved to > 0.05
in MVA cous.

e Unified cuts for ee control modes: For the MVA ous cut the same approach
as the previous point is taken. For the MVApgreco a conservative cut of > 0.05
is applied as the majority of optimisations for both B and B find optimum

cut values around 0.05.

e Unified cuts for ee rare modes: As a cross-check of the 2D optimisation in
separate run periods another optimisation was performed combining all run
periods together. The result of this optimisation was compatible with the

results of the optimisations per run period.

o B — K*%te™ low-¢? : a conservative cut value is chosen to retain enough

background for stable fits to be performed.

4.12.2 HOP

The HOP variables [131] are known to be able to further reduce partially reconstructed

backgrounds. They exploit the expectation that B meson decay products should

have no component of momentum orthogonal to the flight direction of the B meson.

For a B — K*%/*¢~ decay if this is true then apyop defined in Eq. 4.3 should be

unity, noting that pr in this equation is the transverse momentum relative to the

flight direction of the B meson and not the beam axis. This is very similar to how
m(Jfp)

J/i) mass constraints are used except o would be ey

_ pr(B)
agop = pT(M)

(4.3)
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Table 4.22: Summary of the MVAcous and MVApgrgeo cut values resulting from

the optimisation procedure.

Optimisation

Run1 RuUN 2P1 RuUN 2P2

Bt — Ktete™ low-¢*
Bt — Ktete ™ central-¢?

BT — Kt Jhp(— eter)
Bt — KtY(2S)(— ete)

MVAcous > 0.90 && MVApreco > 0.40

MVACOMB > 0.90 && MVAPRECO > 0.40

MVAcous > 0.10 && MVApggeo > 0.05
MVAcous > 047 | MVAcous > 0.36 | MVAous > 0.59

Bt — KTutu~ low-¢?
Bt — Ktu*tu~ central-¢°
BT — KT J/ (= ptp™)
BY = K™p(2S) (= p'p)

MVAcous > 0.70 | MVAcous > 0.85 | MVAoys > 0.85
MVAcous > 0.70 | MVAcous > 0.80 | MVAoys > 0.80
MVAcous > 0.05
MVAcous > 0.05

B — K*%Te~ low-¢?
BY— K*%Te~ central-¢?

BY— K*Jhp(— ete™)
BY— K*0(2S5)(— ete™)

MVA cous > 0.50 && MVApgpeo > 0.50

MVAcous > 0.90 && MVApreco > 0.40

MVAcoys > 0.20 && MVApgrgeo > 0.05
MVAcous > 0.30 | MVAcous > 0.55 | MVA oy > 0.67

B — K*u* i~ low-¢?
B°— K*9u* 1~ central-¢?
B — K Jfp (= ptp)

MVAcous > 0.29 | MVAcous > 0.54 | MVAoys > 0.55
MVAcous > 0.63 | MVAcous > 0.77 | MVAGous > 0.64
MVAcous > 0.05

BY— K*9%(2S)(— pu™) MVAcous > 0.05

When agop deviates from unity, this means that energy is missing from the final
state and, if this is greater than unity, this is most likely to be due to bremmstrahlung
from electrons. Using this the measured momentum of the di-electron, p(ee)meas,
can be corrected, p(e€)eorr, as seen in Eq. 4.4. Since bremmstrahlung photons are
emitted close to the direction of the electron this correction can be used to correct
the longitudinal component of its momentum.

p(ee)corr = Qfgop: p(ee)meas (44)

Using this corrected momentum the invariant mass can be recomputed resulting in
the HOP mass variable. The resolution of this variable depends on the %, since it
is dependent on the vertex reconstruction and the resolution of the flight distance of
the B meson. The resolution also degrades at larger ¢ values as the angle between
the electron pair reduces making this harder to resolve, for this reason HOP is best

suited to be used in the low- and central-¢®> regions.

When the hadronic system is only partially reconstructed ayop becomes less than
unity. This results in much lower HOP mass values, thus, by cutting on the HOP
mass partially reconstructed background can be further reduced after the MVA prgco

is applied. This also provides some rejection power for combinatorial background,

120



however, this is already greatly suppressed by MVA coue-

In order to test whether the HOP mass has some rejection power a further optimisation
is performed in this variable. The method is to take exactly the same optimisation
procedure as before but to fix the MVAgous and MVApgrgeo cuts of the previous
optimisation step. The optimisations are carried out in each of the run periods
separately and an extra optimisation is performed on all the run periods combined.
An example can be seen in Fig 4.29. A conservative cut value is chosen to be applied

to the low-¢> and central-g® cases, respectively, as can seen in Tab. 4.23.

Table 4.23: Summary of HOP mass cut values for ee low and central-¢g*> regions.

Optimisation | HOP mass cut [ MeV/c? |

ee low-¢° > 4800
ee central-¢? > 4700
BO_HOP_M > 4850.0 Bp_HOP_M > 4900.0
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Figure 4.29: (left) Plot for low-¢> optimisation with all runs combined for
BY — K*%¢Te, showing how the significance (blue), signal efficiency (red) and
(1 — background efficiency) (green) evolve over the space of cuts. The HOP mass
is on the z-axis with the efficiency and significance on the left and right y-axes,
respectively. (right) The same plot but for BT — KTete™ low-¢? optimisation with
all runs combined.
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Chapter 5

Corrections

The determination of efficiencies, detailed in Sec. 6, is based on simulation so it
is vital that the simulation used reproduces distributions from the collision data
correctly. Therefore, where this is not the case corrections need to be made so that
the two are compatible. There are five main correction steps, which can be grouped
into two categories: efficiency corrections and reweighting of distributions. The

steps are summarised as follows:

e PID - The ProbNN type variables are used in the selection but are not well
modelled in simulation. Therefore a per-event efficiency correction, wprp,
is applied making use of PIDCalib calibration samples. This procedure is
described in detail in Sec. 6.4.

e Tracking - An efficiency correction for reconstructing electrons as long tracks
within LHCb is applied, wrgrk, these corrections are computed according to
Ref. [132] using a Tag and Probe approach. Currently no tracking corrections

are available for muon modes. This procedure is described in Sec