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Abstract

A search for a missing mass resonance is presented in the channel pp — p'p'llX
using 14.7 fb~! of data from the central ATLAS detector and the ATLAS Forward
Proton (AFP) spectrometer, collected in 2017 from pp collisions at /s = 13 TeV.
The process involves photon-exchange between two protons which remain intact,
with central production of a visible boson V' decaying into charged leptons and an
invisible component X which is undetected in the ATLAS detector. A resonance
search is performed in the reconstructed missing mass spectrum, with upper limits
set on the signal cross section for three different models, and steps taken to reduce
the model dependence of the results. The V — ee and V' — pp channels and a
combination of both channels are considered. Significant improvement in sensitivity
is achieved with respect to a previous analysis from CMS, with the addition of a
track veto selection which yields a large improvement in background rejection. The
uncertainties on the signal cross section upper limits are statistically dominated, with
the largest systematic effects originating from estimates of soft-survival probability
and track veto signal efficiency.

Quality Assurance (QA) measurements performed on silicon strip sensor compo-
nents produced for the Inner Tracker (ITk) upgrade for the ATLAS experiment are
additionally presented.
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Finally, Chapter 6 presents an analysis performed by the author, alongside a team
of fellow ATLAS collaboration members. The author worked directly on all com-
ponents of the analysis, with the exception of the development, generation and
validation and the signal models described in Section 6.4. The analysis code was
developed by the author from a skeleton provided by another team member, with
validation provided through comparison with an existing framework enabled by an-
other collaborator. In addition, significant work was done by other team members
on analysis strategy, low-pr studies and reconstruction in data (Section 6.5.3), track
veto signal efficiency studies (Section 6.7.1), the determination of theoretical un-
certainties (Section 6.7.4), fit optimisation for statistical analysis (Section 6.8). All
other studies presented are mainly the work of the author.
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Chapter

Introduction

The field of particle physics aims to develop a complete understanding of our Uni-
verse at a fundamental level, which is consistent with all physical observations at
every distance scale. From the smallest meaningful distance (the Planck length,
1073 m) up to the size of the observable Universe (102" m), such an understanding
would allow accurate predictions of every physical process occurring across this full
range. Currently our best attempt comes in the form of the Standard Model (SM) of
particle physics, which describes a set of elementary particles which form all the vis-
ible matter in the Universe and the interactions between these particles. While this
model agrees with the majority of experimental observations, there a several places
where it falls short, the most obvious being the lack of explanation for the mysterious

Dark Matter, which is implied to exist by many astronomical observations.

This has led the particle physics community to build experiments attempting to ob-
serve new physics beyond the SM, in the hope that this provides guidance for what is
missing from the current theory. As these experiments become larger, we are able to
probe higher energy processes with increasing levels of precision. The largest facility
constructed to date is the Large Hadron Collider (LHC), a particle accelerator used
to collide together particles at extremely high energies, with detectors such as the

ATLAS experiment designed to measure the products of these collisions. Analysis
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of the collected data allows for a wide range of searches to be performed looking
for new physics, to push the boundaries of the SM to their limit. The next push is
already planned in the form of the High Luminosity LHC (HL-LHC), which requires
upgrades to all detectors, including the Inner Tracker (ITk) upgrade to the ATLAS

inner tracking detector.

This thesis presents a search for new physics performed by measuring the miss-
ing mass in proton-proton (pp) collisions at the LHC with the ATLAS detector.
The specific channel being considered is the photon-induced production of a cen-
tral dilepton system in association with an additional component X which is not
detected by the ATLAS detector. Photon-induced interactions occur in peripheral
pp collisions and allow the associated protons to remain intact, losing energy and
being scattered down the LHC beampipe. A specialised detector called the ATLAS
Forward Proton (AFP) spectrometer is positioned on either side of the ATLAS de-
tector to measure the energy lost by these protons, allowing the total energy of the
central interaction to be determined. By subtracting the measurement of the central
dilepton system provided by the ATLAS detector, the mass of the undetected com-
ponent X can be reconstructed, allowing for a search for any previously unobserved
mass resonances in the resulting distribution. This is the first analysis utilising this

technique in the ATLAS collaboration.

The theoretical underpinning of the SM is summarised in Chapter 2, in addition to
the current shortfalls and potential extensions to account for these. The physics of
pp collisions at the LHC are presented, with particular emphasis on photon-induced
interactions, and the procedure used for simulating particle physics processes at the
LHC is explained. The technical details of the LHC and ATLAS experiments are
given in Chapter 3, and the reconstruction of physics objects relevant to this analysis
from the resulting measurements is explained. Chapter 4 provides an overview of
the AFP spectrometer, including the technical details and measured performance
of the detector and the principle of proton reconstruction. Work carried out on
the Quality Assurance (QA) program for the ATLAS ITk upgrade is detailed in

Chapter 5, alongside an explanation of the theoretical background behind silicon
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3 CHAPTER 1. INTRODUCTION

particle detectors and radiation damage in silicon. Finally, the analysis introduced
above is presented in Chapter 6, including methodology, event selection, modelling
of signal and background processes, systematic uncertainties and the resulting upper

limits obtained on the cross sections of the considered signal processes.
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Chapter 2

Particle Physics Theory and the
Physics and Modelling of Hadron

Collisions

In this chapter, a theoretical overview of the current Standard Model (SM) of par-
ticle physics is presented in Section 2.1, and then several remaining issues with the
model and further theories potentially explaining them are discussed in Section 2.2.
Section 2.3 presents a summary of proton collider physics such as that occurring
at the Large Hadron Collider (LHC), including the resulting photon-photon fusion
interactions. Finally, the basic principles used to produce simulations of particle

physics processes are summarised in Section 2.4.

2.1 The Standard Model

The Standard Model (SM) of particle physics is the most complete description ever
produced of the universe at the smallest scales. It states that all matter and the
forces between it are created from 17 types of particle, shown in Figure 2.1. These

are fundamental particles, meaning that they are point-like and cannot be further
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5 CHAPTER 2. PARTICLE PHYSICS THEORY AND THE PHYSICS AND
MODELLING OF HADRON COLLISIONS

Standard Model of Elementary Particles

three generations of matter

interactions / force carriers

(fermions) (bosons)
I II III
mass ~ =2.16 MeV/c? ~1.273 GeV/c? ~172.57 GeV/c? 0 ~125.2 GeV/c?
charge | % % % 0 0
spin | % U ¥ C ¥ t 1 9 0 H
up charm top gluon higgs

=~4.7 MeV/c? ~93.5 MeV/c? ~4.183 GeV/c? 0

% - - 0

» s » C XY

down strange bottom photon

~0.511 MeV/c?
-1

~105.66 MeV/c?
-1

~1.77693 GeV/c?
-1

~91.188 GeV/c?
0

» r » &
electron muon tau Z boson
<0.8 eV/c? <0.17 MeV/c? <18.2 MeV/c? ~80.3692 GeV/c?
0 0 0 +1
Z3 Ve Y2 Vl_,[ ) VT 1 W
electron muon tau
neutrino neutrino neutrino W boson

Figure 2.1: Fundamental particles of the Standard Model (SM) of particle physics
[4].

broken down. The SM predicts the existence of 12 fermions and 5 bosons. Fermions
are Spil’l—% particles obeying Fermi-Dirac statistics and made up of 6 quarks and 6
leptons, and their corresponding antiparticles®, which form all visible matter in the
Universe. Bosons are integer-spin particles obeying Bose-Einstein statistics, which
mediate the fundamental forces of nature responsible for all interactions taking place
between particles. There are four spin-1 bosons, the photon, gluon (coming in 8

varieties) and W¥ and Z° bosons and a single spin-0 Higgs boson.

The SM is formulated as a Quantum Field Theory (QFT), which is the simplest

theoretical description which can account for both quantum mechanics and special

'Every particle has a corresponding antiparticle with the same mass and opposite physical
charges such as electrical charge.
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2.1. THE STANDARD MODEL 6

relativity, and describes particles as excitations of quantum fields running through
the entire Universe. Theories in QFT are defined by their symmetries under “gauge
transformations”, where the gauge is an abstract frame of reference. Changes in this
reference frame are called “gauge transformations”, and a theory whose observables
are not affected by such a transformation is “gauge invariant”, referred to as a “gauge
theory”. The set of gauge transformations to which a theory is symmetric form a
Lie group, of which the simplest example is U(1), the group of all unitary 1 x 1
matrices. This group has a single member or “generator”, consisting of all complex
numbers with a magnitude of 1, with the corresponding gauge transformation being a
change in the complex phase ¢ (z) — €' (z). For constant « this is a global gauge
transformation, while for «(Z,t) which varies in space-time this is a local gauge
transformation. For each gauge symmetry present in a theory, a corresponding
“gauge field” must be introduced to compensate for the changing parameter and
preserve the gauge invariance. In the case of U(1), the group has a single generator
and so a single corresponding gauge field exists to maintain the symmetry. If the
gauge invariance is local then the gauge field can vary across space-time, creating
a corresponding force which results in the observed interactions between particles.

The quanta of these fields are called “gauge bosons” [1, 2].

2.1.1 Quantum Electrodynamics

The first QFT was proposed in 1927 by Paul Dirac in the form of Quantum Elec-
trodynamics (QED) [5]. This is an extension of classical electromagnetism (EM),
which creates a force between particles based on their intrinsic electric charge, for
example binding the negatively charged electrons to the positively charged nucleus
in atoms. QED is a gauge theory respecting local U(1) transformations, with the
Lagrangian

. T
Laep = Wy " Dyt — miptp — - P Eyy. (2.1)

The first two terms describe the kinematics of fermions and interactions between

them and the bosonic, spin-1 field A,,, which is introduced via the modified derivative
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MODELLING OF HADRON COLLISIONS

D, in order to maintain the gauge symmetry of the Lagrangian. 1) is a Dirac spinor
describing a four-component fermion field, encoding both the spin direction and
particle/antiparticle state of the fermion, and v are the Dirac matrices [6]. The
final term is the kinetic energy term for the gauge field, creating a physical gauge

boson, the photon.

The Lagrangian does not include a mass term for the gauge boson as this would
break the gauge symmetry, so the photon must be massless. Additionally, since the
U(1) group is Abelian, meaning that its generators commute (AB = BA for any
complex A and B), no self-interaction term arises for the photon. Therefore, the
photon itself does not carry electric charge and the Electromagnetic (EM) force has

infinite range [1, 2].

2.1.2 Quantum Chromodynamics

Analogously to QED, a QFT describing the strong interaction is obtained with local
gauge invariance in the form of Quantum Chromodynamics (QCD). The strong
interaction affects only quarks, and is responsible for binding quarks together to
form hadrons. These can be mesons such as the my, formed of a quark and an
antiquark (¢g), or baryons such as the proton and neutron, formed of three quarks
(qqq), with four and five-quark-antiquark states having also been observed [7, §].
The conserved property in QCD is colour charge, which is an intrinsic property of

particles similar to electric charge.

The concept of colour charge was introduced by Greenberg in 1964 [9] to explain the
existence of hadron states such as uuu, which seem to violate the Pauli exclusion
principle, which states that no two fermions may occupy the same quantum me-
chanical state [10]. This is solved by the existence of three colour charges: red, blue,
green; and the corresponding anticolours, with each quark carrying a single one of
these colour charges. Other particles such as leptons are “colourless” and therefore

do not participate in the strong interaction. All free hadron states observed in na-
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2.1. THE STANDARD MODEL 8

ture are also colourless, meaning that they must contain either equal quantities of
red, green and blue colour charge, or equal mixtures of colour and anticolour. This
must be unaffected by any transformation in the quark colour fields (which can be
thought of as rotations in RGB space), giving the local gauge symmetry required in

QCD.

Transformations in the quark colour fields are described by the SU(3) group, con-
taining all “special” unitary 3 x 3 matrices which are traceless (having a determinant
of 1). This group has eight generators T, = \,/2, where \, are the 3x 3 “Gell-Mann”
matrices \* for a € {1...8} [2, 11]. The QCD Lagrangian is given by

Llae gm0

Laco = > (G5 (4" 0, — m) qp; — g5 (@7 Tatys) G 1

!
where f € {u,b,c,s,t,b} is summed over all quark flavours. As in QED, the first
term describes quark kinematics, with the second term describing the interactions
between quarks and a set of eight spin-1 bosonic gauge fields G}, introduced to
maintain gauge invariance, which couple to quarks with a strength g,, the strong
interaction coupling. Since colour cannot be measured experimentally, the eight
individual gluon fields cannot be distinguished, and so all gluonic field excitations
are typically referred to collectively as a single “gluon”. The final term describes the
kinematics of the gluon, with a key difference from QED arising from the fact that
the SU(3) group is non-Abelian, meaning that its generators do not commute. This
results in self-interaction between gluons via Yang-Mills theory [12], so the strong
force has a finite range and gluons themselves must carry colour charge, with each

gluon carrying a colour and an anticolour [1, 2].

2.1.3 The Weak Interaction and Electroweak Theory

Measurements of the lifetimes of particles, in addition to the existence of S-decay in
atomic nuclei, suggested the existence of a third, weaker fundamental force affecting

all fermions, which was named the “weak interaction”. This is the only SM force
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9 CHAPTER 2. PARTICLE PHYSICS THEORY AND THE PHYSICS AND
MODELLING OF HADRON COLLISIONS

which couples to the neutrino, first postulated by Pauli in 1930 to explain the
electron energy spectrum in S-decays and formalised by Fermi in 1934 [13], which

is both colourless and electrically neutral.

The weak interaction is defined as a QFT respecting non-Abelian SU (2) local gauge
symmetry to the conserved property of weak isospin /. The group consists of three
generators t, = 0,/2, where o, are the Pauli matrices. Weak interactions are locally
gauge invariant under rotations in the three-component weak isospin I which, as
for the previous gauge theories, requires the introduction of three spin-1 bosonic
gauge fields W which couples to fermions with a strength g, the weak interaction
coupling. As for QCD, the non-zero commutator of the group’s generators introduces
self-interaction terms for the three corresponding bosons, and any mass term for the

bosons is forbidden under gauge invariance.

It was first observed in the S-decays of polarised (spin-aligned) °Co nuclei [14],
and subsequently proposed by Lee and Yang in 1956 that the weak interaction does
not conserve parity [15]. Parity invariance requires the symmetry of interactions
under the inversion of all vectors v — —v to the opposite chirality?. Therefore, we
must consider separately the effect of the weak interaction on fermions with left-
and right-handed chirality 11, g, defined as eigenstates of the projection operators
pL R = m%, where 75 = iy9717273 is product of the Dirac matrices. They take the

form

VeL VuL Vrp ur, cL 155

¢L - _ ) _ ) _ ) , ) , ) , (23)
€r, 1253 T dy, St by,

R = €R, R, TR, UR, dR, CR, SR, R, DR, (2.4)

with left-handed spinors forming weak isospin doublets, while right-handed spinors
form singlets and do not carry weak isospin. As a consequence of this, right-handed

neutrinos do not interact in the SM in any way, having no electric, colour or weak

2Chirality is an intrinsic particle property, related to how the particle wave function transforms
under rotations
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2.1. THE STANDARD MODEL 10

isospin charge. Such neutrinos, if they exist, are referred to as “sterile” neutrinos,

and would interact only via gravity [1, 2].

In the 1960s the Glashow-Weinberg-Salam model was developed to unify QED and
the weak interaction into a single interaction [16-18]. The extended “electroweak”
theory is a gauge theory respecting both symmetries of its composite theories as
SU(2), x U(1)y, conserving both weak isospin in left-handed fermions (L) and

hypercharge Y, related to both electric charge and weak isospin as
Y =2(Q—-1I3). (2.5)

However, gauge invariance of this theory forbids mass terms for the weak bosons,
which have been measured experimentally to have mass. In addition, asymmet-
rical mixing between the left- and right-handed fermion states in the electroweak
Lagrangian breaks the gauge symmetry for non-zero fermion mass, which has also
been experimentally observed. These issues are solved through mechanism of spon-

taneous symmetry breaking [1, 2].

2.1.4 Spontaneous Symmetry Breaking and the Higgs Bo-

son

Spontaneous Symmetry Breaking (SSB) is achieved through the Brout-Englert-
Higgs (BEH) mechanism [19-21], and allows for non-zero fermion and weak gauge
boson mass by keeping the Lagrangian gauge invariant but allowing the vacuum
(the state which minimises the Hamiltonian) to vary from zero. This has the effect
of spontaneously breaking the symmetry of the theory, as the vacuum is not gauge
invariant. This is achieved by introducing an SU(2) doublet of complex scalar fields

¢, with a potential
V(g) = 1?¢'o + A(679)?, (2.6)
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where p and X > 0 are constant coefficients. For u? < 0 the potential has an infinite
number of minima which are invariant under SU(2) symmetry. This symmetry is

spontaneously broken by expanding ¢(z) about a particular minimum

2
P =a=s=0, ¢3= Y V% (2.7)

where v is the “Vacuum Expectation Value” (VEV) [18], giving an SU(2) doublet

of the form

1 0
ba) = 1/ | (23)
2\ v+ h(z)

This gives rise to the scalar Higgs field h(z), whose excitation is the Higgs boson,
which allows three of the four electroweak symmetries SU(2), x U(1)y to be broken.
This implies the existence of three associated massless Goldstone bosons [22], which
will allow the three weak bosons to gain mass. However, since ¢, is electrically
neutral, the U(1)g symmetry originating in QED is maintained and the photon

remains massless, as observed [1, 2J.

The Higgs field couples to the electroweak gauge fields W; and B,. As a result of
this coupling, the Goldstone bosons associated with the three broken symmetries of
the theory are absorbed into the gauge fields, becoming the longitudinal components
of the weak bosons and giving them mass. The physical electroweak fields are then

recovered through mixing of the gauge fields as

1 .
W, = 7 (W, Fiw}7) (2.9)
A, cos By, sin Oy B, (2.10)
Z, sin Oy, cos Oy Wj .

where 6y, is the Weinberg weak mixing angle, related to the electroweak cou-
pling constants as 6y = tan~! (2’—‘;) and the elementary electric charge as e =
grsin(fy) = gy cos(fy ). Mass terms for the electroweak bosons can then be de-

rived as

1 1
M = v, ms = S0V gR my =0, (211)
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with the mass of the Higgs boson given at tree level as my = vv2A. The Higgs field

also provides a mechanism for fermions to gain mass [1, 2|.

This theory introduces several free parameters whose values are not predicted in the
SM, such as p, A, v and the corresponding boson masses. Instead, these must be
measured experimentally, with the latest W and Z, world-averaged mass measure-
ments being myy+ = 80.369240.0133 GeV and my = 91.1880+0.0020 GeV, and the
VEV determined to be v = 246.22 GeV [23]. With the discovery of the Higgs boson
in 2012 by the ATLAS [24] and CMS [25] experiments, this theory was seemingly
confirmed, “completing” the SM. The current world-averaged Higgs boson mass is

my = 125.20 +0.11 GeV [23)].

2.1.5 The Standard Model Lagrangian

The complete SM is formed of a combination of SU(3) QCD and SU(2) x U(1)
electroweak theory, giving an overall group respecting SU(3)cx SU(2) xU(1)y local
gauge symmetry, with the subscripts indicating the conserved charges of colour, weak
isospin and electric charge, respectively. The symmetry is spontaneously broken
down to SU(3)c x U(1)q through the BEH mechanism by the addition of the scalar
Higgs field with non-zero vacuum expectation value. The full SM Lagrangian can

be constructed from the various components discussed before as

£SM = 'CGauge + EFermion + LHiggs + LYukawa; (212>

where the four components are:

® Lauge - describing the gauge bosons via field strength tensors, including kinetic

and interaction terms, plus self-interactions for certain bosons.

® Lrpermion - describing fermion kinematics and their interactions with gauge

bosons through both the strong and electroweak forces.



247

248

249

250

251

252

254

256

257

258

259

260

261

262

263

264

265

266

13 CHAPTER 2. PARTICLE PHYSICS THEORY AND THE PHYSICS AND
MODELLING OF HADRON COLLISIONS

® Liggs - describing the coupling between the weak gauge bosons and the Higgs

field, allowing them to gain mass, plus a kinetic term for the Higgs boson.

® Lyvuawa - describing the coupling of fermions to Higgs field, allowing them to

gain mass.

This complete Lagrangian can be used to predict physical quantities such as the
cross sections of particle interactions, related to their probability of occurring, as

discussed in Section 2.3.

2.1.6 Feynman Rules, Renormalisation and Quantum Cou-

pling Effects

As will be discussed in detail in Section 2.3, the Lagrangian of a theory such as
QED can be used to formulate Feynman rules, dictating which interaction vertices
are permitted under that theory, and from these how to determine the probability
of a given interaction occurring. Such interactions can be illustrated using Feynman
diagrams, first used by Feynman in 1949 [26], such as the outlines shown in Fig-
ure 2.2. Figure 2.2a shows a Leading Order (LO) or “tree-level” diagram with the

N, 4 \ ’ ~, b
AN d \ 4 S~ PRad
AN e 3 / ~o -
N , \\ - I, P—————————— -
N, 4 ‘s ~. 1 1
N ’ Y ® 4 1 1
N ’ \ ’ \ /
T ——— -« P——— <4 ’. _____ - ! !
’ N 1 1
’ N\, V4 \ J \ 1 i
'l \\ / Se” \ 1 1
’ \ 7 \ 7 Y
7’ N, Vi \ - ~
’ N, R ~
V2 ~ / \ - ~,
% N\, / \ -7 RN
4 N, ’ ) -7 S

Figure 2.2: Example (a) Leading Order (LO) and (b) and (c) Next-to-Leading
Order (NLO) Feynman diagram outlines.

minimum number of vertices required for the interaction to take place, while Figures
2.2b and 2.2c show Next-to-Leading Order (NLO) contributions including additional
vertices. There is no constraint on the number of additional vertices which can be
added within such an interaction, although the probability decreases with each ad-

dition. Since the momenta of such loops are not constrained, “Ultraviolet (UV)”
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divergences can be introduced into calculations. These result in infinite computa-
tions, and must therefore be resolved through the application of regularisation and
renormalisation. Regularisation simply states that the momentum cannot exceed a
certain threshold, preventing integration up to infinite momenta, while renormal-
isation redefines the Lagrangian properties, which do not correspond to physical

observables and so can be scaled to absorb these divergences [2].

When renormalisation is applied to QED, the electromagnetic field coupling, and
by extension the elementary electric charge ¢ itself, are redefined from constants
to being dependent on the energy scale of the interaction. Physically, this is a
result of charge screening due to the vacuum polarisation effect, where vacuum
fluctuations cause continuous production of fermion-antifermion pairs, which become
polarised in the presence of a charged particle. This screens the EM force from the
charged particle, reducing its effect for increasing distances. Also referred to as
“fine structure”, this causes the QED coupling to increases at larger energy scales

(or equivalently smaller distances), according to

N oy _ Q%) _ aqep (14)
W) = T T e @y O

for momentum transfer Q?. Here, p% is introduced as the “renormalisation scale”,

which prevents divergence for large Q? [27]. In the limit Q* — 0, aqep ~ 1/13T7.

Similarly, QCD requires renormalisation to prevent divergences, which is achieved
by a “running” strong coupling which varies with energy scale. However, a key
difference from QED is the presence of gluon self-interactions, which result in an
anti-screening effect which competes against the continuous quark-antiquark pro-
duction occurring due to vacuum fluctuations. This causes the quark-antiquark
potential to increase with distance, until it becomes energetically favourable to pro-
duce a new quark-antiquark pair from an intermediate gluon. This is the principle
of “colour confinement” and manifests in the QCD coupling becoming stronger at

larger distance scales (lower energies), resulting in only colourless hadron states
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being observed in nature. The coupling varies with momentum transfer Q? as

127

as(Q7) = (33 — 2ny) In(Q? /A3 cp)’

(2.14)

where ny is the number of quark flavours (3 in the current understanding of the
SM), and Agep~1 GeV is the threshold for perturbative calculations to be ap-
propriate for QCD, beyond which ag becomes too large. Above this energy scale,
colour confinement breaks down and free colour charges become possible, achieving

“asymptotic freedom” [23, 28].

2.2 Beyond the Standard Model

The SM agrees well with the vast majority of experimental observations, having been
extensively tested to high precision by experiments such as those at the LHC, with no
disagreements having yet been found. However, many things are still not explained
by the SM, for example why all particles have electric charges which are multiples
of ¢/3, allowing atoms to be electrically neutral, or why there are three generations
of increasingly heavy fermions. Other issues are the neutrino mass, predicted to
be zero by the SM but confirmed to be non-zero by the observation of neutrino
flavour oscillations, and the C'P violation of the Universe, which is implied by our
current understanding that at the creation of Universe matter and antimatter were
produced in equal quantities, but in the present day the two are hugely imbalanced.
In addition, cosmological observations such as the acceleration of the expansion of
the Universe and the large scale structures of galaxies and clusters suggest that only
around 5% of the energy in the Universe is composed of particles predicted by the
SM, with the remainder composed of dark energy (~69%) and dark matter (DM)
(~26%), whose origins are currently unknown [29]. In the attempting to explain
the origin of dark energy, the fact that the vacuum energy predicted by the SM
disagrees by a factor of at least 10°® with cosmological measurements is referred to

as the “cosmological constant problem”. Finally, the SM does not account in any



318

319

320

321

322

323

324

325

326

327

328

329

330

331

332

333

334

335

336

337

338

339

340

341

342

343

344
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way for gravity, the weakest of the four fundamental forces, which will cause the
SM to break down at the highest energy scales where gravity becomes significant
relative to the other forces, occurring at the Planck scale of ~10' GeV. The current
gravitational theory of general relativity does not necessarily contradict the SM, but

unlike the other interactions it cannot be quantised in the form of a QFT [2].

However, perhaps the most convincing argument that the SM is not the final story
is how seemingly arbitrary it is, with at least 20 free parameters needed to describe
particle masses, mixing angles, couplings and other constants. None of these param-
eters are predicted by the SM and must instead be set experimentally, leading to
“fine-tuning”, where although the theory does not predict the values of parameters,
it only works when they take very specific values. All this suggests that the SM
is in fact a low-energy approximation of some more fundamental “Grand Unified
Theory” (GUT). The current SM does not fully unify the electromagnetic, weak
and strong interactions, with the SU(3) x SU(2) x U(1) group being the product of
three disconnected sets of gauge transformations with unrelated coupling constants,
whose ratios must be measured experimentally. The interactions can only truly be

unified if they are embedded into some larger set of transformations

G D SU3) x SU(2) x U(1), (2.15)

with a single unified coupling gg related to the individual couplings of each theory,
which explains all interactions simultaneously. Indeed, as discussed in the previous
section, the SM couplings following renormalisation vary as a function of the energy
scale, which allows us to imagine some very large energy scale () = Ag at which all
three are equal. It can be shown that this “unification scale” is expected to be on

the order of 5 x 10'* GeV, far above our current experimental reach [1].

It was shown in 1974 by Georgi and Glashow that the SU(5) group is the smallest
potential candidate for a unified group G [30]. This model predicts 24 gauge bosons,
consisting of the 12 SM gauge bosons (8 gluons, 3 weak bosons and the photon)

and a pair of new super-heavy gauge bosons X and Y which form a weak doublet
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and are coloured, therefore coupling to both lepton and quark fields. Also called
“leptoquarks”, these bosons are capable of violating baryon and lepton number,
due to the unification of the strong and electromagnetic interactions at this scale.
However, their existence would render the proton unstable, which disagrees with
current observations. In addition, a problem arises due to the energy scale of this
model being so much higher than the electroweak energy scale (O(10?) GeV). The
tree-level Higgs mass in the SM receives quadratically-divergent corrections from
loop diagrams which should push its mass towards the SU(5) scale of Ag~10'
GeV, the scale on which the leptoquark masses would be produced. However, the
observed Higgs mass is around 12 orders of magnitude below this, which is known

as the “electroweak hierarchy problem” [2].

One existing Beyond the Standard Model (BSM) theory which could solve this
problem is Supersymmetry (SUSY'), which suggests that every particle in the SM has
a corresponding supersymmetric counterpart or “sparticle”, which has equal mass
but differs in spin by 1/2. This can result in the loop contributions to the Higgs
mass being cancelled out by contributions from the associated sparticle, removing
the hierarchy problem. In addition, SUSY provides many new particles which could

contribute to DM. However, no experimental evidence has yet been found for SUSY.

Another BSM model theorises the existence of the axion, which arises as a pseudo-
Goldstone boson from the spontaneous breaking of an additional global U(1) sym-
metry imposed in the Peccei-Quinn mechanism [31] in an attempt to explain C'P
violation in the strong interaction [32-35]. In addition, such a particle could con-
tribute to DM [36, 37]. The axion must be very light and couple to two photons.
Some further extensions to the SM also predict the existence of heavier “Axion-like
Particles (ALPs)”, neutral, spin-0 particles coupling to both fermions and gauge
bosons. ALPs couple to fermions through dimension-5 operators proportional to
the fermion mass, and to gauge bosons through dimension-5 operators containing
derivatives. This results in ALPs only being measurable through their couplings
to the gauge or Higgs bosons beyond the energy scale of the top mass [38]. Many

previous searches have been performed looking for evidence of ALPs through their
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coupling to photons, both at the LHC and through other experiments, with a sum-

mary of several exclusion limits shown in Figure 2.3. This includes several results

Existing constraints from JHEP 12 (2017) 044

l_.|—. T T T T
|
>
o
E o
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<
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CMS yy - (2019) 134826]
1L _
10 Beam-dump ATLAS yy - P 03 (2021) 243]

1073 1072 107! 1009 10! 102 103
m,; [GeV]

Figure 2.3: Compilation of exclusion limits at 95% CL in the ALP-photon coupling
(1/A,) versus ALP mass (m,) plane obtained by different experiments, adapted from
[39], assuming a 100% ALP decay branching fraction into photons. The phase space
probed by the analysis presented in this thesis is shown in red. Recent results from
measurements of light-by-light scattering in collisions between heavy nuclei (Pb) are
shown from both the ATLAS experiment, the experiment used in this thesis, and
the CMS experiment, an equivalent experiment at the same facility. Additionally,
results from proton-proton (pp) collisions measured by the same experiments are
shown, in a similar phase space to this analysis.

from the ATLAS and CMS experiments at the LHC, in both proton (pp) and heavy
nucleon collisions, with higher ALP masses accessible through pp interactions due to
their higher collision energy. The LHC is presented in detail in Chapter 3, alongside
a description of the ATLAS experiment, which was used to collect the data for the
analysis presented in this thesis. Another similar analysis was recently conducted
searching for ALPs produced in light-by-light scattering, with the additional use of
the AFP spectrometer at the ATLAS experiment. This detector provides measure-

ments of “forward protons” which remain intact following pp interactions, allowing
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for more detailed measurement of the invisible component of particle interactions,
which cannot be directly detected by experiments [40]. The AFP spectrometer is
presented in detail in Chapter 4, and is utilised for the analysis presented in this

thesis in a similar manner.

The analysis presented in this thesis includes a search for ALPs production from
photon-fusion, with the specific model requiring the production of two ALPs, one
which is long-lived and is not measured by the ATLAS detector, and another which is
short-lived, decaying into a pair of leptons which are measured. Short-lived particles
are those with lifetimes below around 107! s, meaning that they decay before
reaching the innermost layer of the ATLAS detector, while long-lived particles are
those with lifetimes above around 107 s, meaning that they are likely to travel
beyond the detector before decaying. The phase space probed by this analysis is
plotted in Figure 2.3, covering a wide range of currently unexplored phase space.
Several analyses have been performed by both the ATLAS [41] and CMS [42, 43]
experiments searching for the production of two ALPs, as in the model considered
in this thesis, including in the context of short and long-lived ALPs [44]. However,
these studies all consider so-called di-ALP production from a Higgs boson, while

this analysis considers production from photon-fusion.

In addition to ALP production, this thesis considers two generic models allowing
for new BSM physics produced in photon-fusion interactions, as will be discussed
further alongside the ALP model in Chapter 6. There have been extensive searches
for BSM particles via photon interaction, such as anomalous gauge couplings not
allowed by the SM interactions described in Section 2.1 [45-51], specific BSM par-
ticles such as DM candidates [52, 53], gravitons [54-56], magnetic monopoles [57]
and potential resonances found in previous analyses [58, 59]. Many of these studies
utilise forward proton detectors such as the AFP spectrometer, with several generic
studies performed on the potential sensitivity to new physics through photon-fusion
interactions measured with forward proton detectors [60, 61]. Many of these areas

can additionally be probed by the analysis presented in this thesis.
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2.3 Collider Physics

2.3.1 Proton-Proton Collisions

Particle accelerators such as the LHC aim to produce a wide range of particle in-
teractions by colliding particles together at high energies; the higher the energy,
the wider the range of potential interactions that can be measured. As the name
suggests, the LHC collides together hadrons, mainly protons. These are formed of
three physical quarks, referred to as “valence quarks”, but due to the effects of QCD
discussed in Section 2.1, strong interactions between the gluons binding the proton
together also produce a much larger number of quark-antiquarks pairs called “sea
quarks”. The valence quarks, sea quarks and gluons inside the proton are collec-
tively referred to as “partons”, any of which can be involved in interactions during

pp collisions.

The highest energy pp collisions are achieved in hard scattering interactions between
two partons with large fractions of the momenta of their parent protons, where this
momentum fraction is represented by the Bjorken variable z. The distributions of
parton momenta within the proton as a function of the energy scale are encoded
in Parton Distribution Functions (PDFs) [62], which are determined experimentally
from Deep Inelastic Scattering (DIS) measurements [63, 64]. For example, the PDF
sets used in the generation of simulated signal samples for the analysis presented in
this thesis are CT14QED [65], MSHT20 [66, 67] and MMHT2015qed [68], accessed
through LHAPDF [69].

The cross section o;;_,x of a particle physics process ij — X is related to the
probability for it to occur within a dataset of a given size, commonly measured in
units of “barns” with 1 b = 1072 m?. The expected number of observed events for

a given process is then given by

Nij—>X = LO'ij_»Q (216)



440

441

442

443

444

445

446

447

448

449

451

452

453

454

455

456

457

458

459

461

462

463

464

465

21  CHAPTER 2. PARTICLE PHYSICS THEORY AND THE PHYSICS AND
MODELLING OF HADRON COLLISIONS

where L is the integrated luminosity, corresponding to the size of the dataset as
explained in Section 3.1.1. Cross sections are calculated perturbatively, making use
of the factorisation theorem, which allows the perturbative and non-perturbative
components of the calculations to be considered separately [70, 71]. In the per-
turbative regime, all incoming partons are summed across and integrated over the

allowed momentum space, to give the cross section as

Oppsx = /dxidxj ZfZ (xi,u%) f (xj,,u%) TijoX, (2.17)
i,J
where 7, j are the incoming partons, f (z, u%) are the corresponding PDFs for each
parton and pup is the factorisation scale, the threshold above which perturbation
is applicable for the cross section calculation, with emissions below this threshold
instead absorbed into PDFs. The value taken by ug is arbitrary, typically chosen
around the energy scale of the hard scatter such that ugr~ Q.

The final component of Equation 2.17 is o,;_,x, the partonic cross section, giving
the probability of producing the desired process from a given pair of partons. This
is determined by summing over all possible Feynman diagrams for the process, as
determined by Feynman rules [26] defined by the corresponding QFT Lagrangian,
and calculating the resulting matrix element M. As discussed in Section 2.1.1,
there are an infinite number of Feynman diagrams which exist for any process.
Starting from the minimal tree-level diagram, increasing levels of complexity, or
“orders”, can be considered by adding new intermediate vertices through virtual
corrections (loops) or radiation (legs). Each additional vertex contributes an extra
power of the relevant coupling constant a to the matrix element, causing more
complex diagrams to make diminishing contributions to the overall matrix element,
although a larger number of potential diagrams exist for higher orders. To keep
the number of calculations finite, the matrix element is only calculated up to a
specific order, with tree-level diagrams referred to as LO, diagrams with one extra
vertex referred to as NLO, and so on. Additional contributions from higher than the

selected order are neglected. The process cross section is then related to the matrix



467

468

469

470

471

472

473

474

475

2.3. COLLIDER PHYSICS

element as 0,y o |>; MZ|, averaging over all potential spin configurations of the
initial particles. Figure 2.4 shows a range of cross section measurements performed
at the LHC compared to their predictions obtained using the above procedure to

NLO or NNLO precision. Some of the cross sections shown are “fiducial” cross

Standard Model Production Cross Section Measurements
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Figure 2.4: Summary of several SM total and fiducial production cross-section mea-
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surements [72].

sections, which means that they measure the rate of a process within a limited
phase space, typically the region to which the corresponding detector is sensitive.
Cross sections without this specification are referred to as “total” cross sections,
covering the entire phase space. It is often desirable to measure the “differential”

cross section of a process do/dx, which describes the rate of a process as a function

of some related kinematic distribution z.
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2.3.2 Photon-Photon Collisions and the Equivalent Photon

Approximation

Additional contributions are made to hard scatter processes from QED, through
photons emitted from the colliding protons, which must be accounted for at the
precision now achievable in experiments. Such photons can be considered as extra
partons alongside the quarks and gluons in the proton, and included in the corre-
sponding PDF's, generally making much smaller contributions than the QCD par-
tons. These corrections are included in PDF sets provided by several collaborations
such as CTEQ [65] and NNPDF [73], which are constrained through measurements
of ep — ey X and Drell-Yan production processes, respectively. These distributions
assume high momentum transfer processes with “incoherent” emission of photons
from individual quark lines in colliding protons, causing the proton to break apart
or “dissociate”. However, for low-Q? processes, “coherent” emission is also possible
whereby the photon is emitted elastically, allowing the proton to remain intact fol-
lowing the interaction. This contribution is most significant at low x, and can be
included in the form of additional PDFs [74], or separately through the Equivalent
Photon Approximation (EPA).

The EPA replaces the photon PDF with a convolution of equivalent photon fluxes,
which arise from the EM field around a proton when it is accelerated to ultra-
relativistic speeds. While these fields are emitted radially around a proton at rest,
equivalent to a superposition of many low-energy photons, close to the speed of
light they become compressed in the direction of travel (by a factor of v ~ 7000
at current LHC energies), until they instead resemble a source of coherent high-
energy photons emitted from a point-like proton [75, 76]. This effect is illustrated
in Figure 2.5. The equivalent photon spectrum generated by a moving particle can
be found by integrating the corresponding photon distribution over the transverse
momentum up to a threshold ¢, below which elastic emission is energetically possible

allowing the proton to potentially remain intact. For a typical choice of ¢ = 0.20
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v=20 V~C

Figure 2.5: Illustration of the principle behind the Equivalent Photon Approxima-
tion (EPA). The electric field around a proton at ultra-relativistic speeds becomes
compressed such that it resembles a coherent flux of photons. Adapted from [3].

GeV =~ Aqcp for protons, the equivalent photon spectrum is

™ w w

27° ]
n(w)dw = 22 9QED ) (ﬂ) d_w’ (2.18)

for photon energy w in the limit w < ¢y, where Z = 1 is the atomic number of the
proton. From here, the cross section for a given central production pp(yvy) — ppX

via elastic photon-fusion can be calculated as

o(pp(yy) — ppX) = /dw1 /dwga(’y’y — X)n(wi)n(ws), (2.19)

where all possible photon energies wy o are integrated over [77].

An alternative approach to calculating cross sections for photon-initiated processes is
possible through the structure function approach [78]. Structure functions describe
the internal structure of composite particles, with the proton structure function
being well understood through experimental measurements. Applying these func-
tions allows the cross section of photon-initiated production processes to be precisely
predicted in a deterministic manner, avoiding the need for PDFs as in the above fac-
torisation approach which are only known to a certain order of precision, introducing
uncertainty in the resulting predictions [79]. In addition, the structure function ap-
proach allows the cross section to be predicted differentially, as a function of the

final-state proton kinematics, and simplifies the inclusion of effects such as proton
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dissociation and soft-survival, discussed further in Sections 2.3.3 and 2.3.4, respec-
tively. This approach is utilised in the SUPERCHIC generator, discussed further
in Section 2.4, which allows uniquely precise determination of the photon-initiated

cross section at the percent level [80].

2.3.3 Intact and Dissociated Final State Protons

As discussed above, it is possible for colliding protons to remain intact following an
interaction. This is possible if the proton quantum numbers are not changed, and
the momentum transfer is sufficiently low. In addition to the exchange of coher-
ent photons discussed above, this can also occur in QCD through the emission of a
Pomeron, which can be considered as a non-perturbative collection of low transverse
momentum partons forming a colour singlet (e.g. pairs of oppositely coloured glu-
ons). Processes involving the exchange of Pomerons are referred to as “diffractive”,
and account for a significant portion of the pp interactions occurring in LHC colli-
sions. As discussed above, coherent photons typically have low momentum transfer,
resulting in even lower proton pr than is the case for Pomeron exchange. Elastic
photon and Pomeron exchange processes leave a common, distinct experimental sig-
nature, with the only products being the intact protons in the very forward region,
almost parallel to the trajectory of incoming protons, corresponding to very high
rapidity || > 03. This leaves a “rapidity gap” in the low and mid-rapidity regions
in which no particles are produced, although this can be lost if rescattering occurs

between the outgoing protons, as discussed in Section 2.3.4.

Central Diffractive (CD) interactions pp — pCp can also occur, producing a cen-
tral (low-rapidity) final state C' in addition to the high rapidity protons. In QCD
this is possible through Double Pomeron Exchange (DPE), where two Pomerons

(one from each proton) interact to produce a central state whose colour is discon-

3Rapidity is related to the polar angle between an outgoing particle produced in a collision
and the accelerator beamline, explained further in Section 3.2, with zero rapidity corresponding to
trajectories which are perpendicular to the beamline and higher values corresponding to particles
produced more parallel to the beamline.
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nected from the protons. This central production can involve interactions between
Pomeron constituent partons producing a range of final state particles, or all of the
Pomeron energy can go into a single interaction, producing a clean final state with
no Pomeron remnants. This latter case is Central Exclusive Production (CEP),
and is particularly experimentally interesting due to the energy of the central state
being directly related to the initial proton energy loss. The QED equivalent of DPE
is double photon exchange, shown in Figure 2.6a, which always leads to CEP as
the photon is not composite like a Pomeron, with photon-induced production of
some central state C' becoming dominant over DPE around m¢o > 150 GeV [81].
Measurements of elastic CEP can be used to constrain the total missing mass in
the central detector, which can function as a search for BSM physics. This is the

principle behind the analysis presented in Chapter 6 of this thesis.

Following an elastic interaction such as double photon exchange, it is possible for
one or both of the outgoing protons to become excited. This can cause the proton
to break apart into separate partons which immediately hadronise due to QCD
confinement, creating a shower of hadronic particles. This process is known as
“dissociation”, and proceeds via QCD effects in the non-perturbative regime, so
it is difficult to predict the kinematic spectra of the outgoing particles. However,
since protons involved in photon exchange still maintain significant momentum after
radiating a photon, the products of dissociated protons in these interactions are
expected to be produced in the same direction, the forward region, maintaining
the rapidity gap between the proton dissociation and central systems. Processes
involving dissociating protons are referred to as single and double-dissociative, when
one or both of the involved protons break apart, respectively. In the case that no
dissociation occurs, the process is referred to as elastic. These three scenarios are

illustrated in Figure 2.6.
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p— > p
”

c
5

p— > P

Figure 2.6: Illustration of the three scenarios for photon-induced central exclusive
production of some central state C, in the (a) elastic, (b) single-dissociative and (c)
double-dissociative channels.

2.3.4 Soft-Survival

The EPA is highly effective at describing photon collisions occurring via proton
interactions. However, it does not account for any further interactions between
the protons themselves, which can affect the cross-section of photon interactions in
addition to the composition of the final state. These proton-proton Multi-Parton
Interactions (MPIs) typically occur at low energy scales, and can produce additional
particles in the central region which remove the rapidity gap and contaminate the

otherwise clean final state produced by photon-induced CEP interactions [82, 83].

Since most MPI proceed via non-perturbative QCD, they cannot be accurately pre-
dicted. Instead, this effect is parametrised with a “soft-survival” factor S < 1,
referring to the survival probability of the rapidity gap and corresponding to the
probability that no additional particles are produced in the central region, trans-
verse to the initial protons [84]. In most models, soft-survival is dependent on the
proton impact parameter (distance of closest approach between the protons) which
is inversely proportional to proton pr, with larger impact parameters leading to
higher survival probability [80]. This process is very difficult to model accurately,
but can be estimated from measurements of the cross sections of relevant processes

85).
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2.4 Simulation of Particle Interactions

A key part of measuring processes in particle physics is simulation, which is used to
predict the probability and kinematic distributions of a given final state in a particle
interaction. These predictions can then be compared to data to determine whether
the process is present, and if so whether it is well modelled or understood. This is rel-
evant for both signal (the process being searched for) and background (other known
processes with the same final state as the signal) processes, whose predictions must
all be combined to make a measurement of the signal. Since particle collisions and
subsequent interactions such as those found at the LHC are highly complex, deter-
mined by probability distributions acting over a very wide and high-dimensionality
phase space, numerical methods must be used to obtain these predictions. Particle
physics simulation uses Monte-Carlo (MC) techniques, which use repeated random
sampling from known probabilistic distributions of a system to estimate the sys-
tem properties. So-called MC generators use this technique to generate a sample
of events for a given process with random kinematic properties, which average out

over large statistics to match the expectation from the model.

There are several steps to producing a simulated MC sample of a physics process,

as follows:

1. Generate the matrix element M of the process of interest by summing over all
relevant Feynman diagrams, while accounting for the corresponding PDFs. As
discussed in the previous section, this calculation is performed perturbatively
only up to a desired order of precision beyond which additional contributions
are neglected, in order to maintain a finite number of required calculations.
The predicted cross section can be determined from the matrix element using

Equation 2.17, as previously discussed.

2. Simulate the “parton shower”, which models QCD radiative corrections pro-
duced in strong interactions down to the cut-off scale around 1 GeV. At this

point, confinement is imposed through hadronisation, where the remaining
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partons are grouped into colourless combinations to form hadrons. Both the
parton shower and hadronisation steps use specific models which are “tuned”

to match experimental observations.

3. Simulate the decay of short-lived particles which will decay before reaching

the innermost detector layer, such as top quarks or tau leptons.

4. Overlay MPIs which occur between spectator partons to the primary hard scat-
ter, to form the “Underlying Event” (UE). These processes are non-perturbative,
due to large aig at their typical scale, and must be estimated using phenomeno-
logical models which are tuned to the collision conditions. In addition, parton-
parton “pile-up” interactions are overlaid, to account for additional scattering
occurring between other pp pairs during the same bunch crossing, which is
again configured to the collision conditions. Typically, pile-up interactions are
soft scatters similar to the UE, with multiple hard scatters per bunch crossing

being unlikely.

Figure 2.7 illustrates the entire simulation process for the example process of ttH
production. Some elements of the process are particularly complex and difficult
to simulate accurately. For example the Underlying Event (UE), which needs to
account for the dependence on properties such as impact parameter (related to
proton pr), in addition to effects such as “colour reconnection” interactions which
can occur between partons from different MPIs or the hard scatter itself. Due to the
complicated interaction between MPI activity and the products of the hard scatter,
the UE must be simulated separately for each event. UE mismodelling is a known
issue among many MC generators [87, 88], and is relevant for the analysis presented

in this thesis.

There are many different generators which have been developed to produce particle
physics MC simulations, with the analysis presented in this thesis using several.
Some generators, such as SHERPA [86, 89] and HERWIG [90], are multiple-purpose,
capable of performing most or all of the above steps in a single program, for a

wide range of SM and BSM processes. Another example is PYTHIA [91, 92|, which



645

646

647

648

649

650

651

652

2.4. SIMULATION OF PARTICLE INTERACTIONS 30
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Figure 2.7: Representation of ¢tH production simulated in a Monte-Carlo (MC)
event generator, showing the initial hard interaction (central red blob) and resulting
quark and Higgs decays (smaller red blobs) and QCD radiative parton showers (red).
Overlaid secondary interactions are also shown (purple), with all final state partons
below the energy threshold hadronising (light green), before subsequently decaying

(dark green). Additional photon radiation occurring at various stages is also shown
(yellow) [86].

can simulate both the hard and soft components of hadron and lepton collisions,
in both elastic and inelastic cases. Other generators, such as MADGRAPH [93—
95], are matrix element generators which provide only the first step of the above
process, with other generators such as PYTHIA used to provide the parton shower,

hadronisation, UE and pile-up simulations.

Of particular interest to the analysis presented in this thesis is the SUPERCHIC gen-
erator [96], which uses the structure function approach described in 2.3.2 to predict

photon-initiated production cross sections. This achieves a higher precision than
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other generators which use PDFs, and provides a cross section prediction which is
fully differential in the final-state proton kinematics [80]. In addition, it is one of
the only generators to include soft-survival effects, discussed in 2.3.4, which have
been found to agree with experimental measurements within uncertainties. As with
MADGRAPH, SUPERCHIC is interfaced to PyYTHIA for parton shower and hadroni-

sation simulations.

Following the generation step outlined above for a given process, a sample is obtained
with exact kinematic information on all particles produced during the correspond-
ing simulated pp bunch crossing, referred to as “truth-level” or “generator-level”
information. To properly represent what can be measured experimentally from the
process, this sample must then be passed through an additional step which simulates
the detector response to the truth-level particles, accounting for detector acceptance,

efficiency and resolution through specific cuts and smearing.

The analysis presented in this thesis utilises data from the ATLAS detector for
measurement of centrally produced particles, and the AFP spectrometer, for mea-
surement of intact forward protons. These detectors are described fully in Chapters 3
and 4, respectively. The response of the ATLAS detector is simulated using a full ge-
ometrical model of the detector in GEANT4 [97, 98], referred to as “full simulation”.
In some cases, less precision is required, and instead a simplified “fast simulation”
can be used to speed up computation [99]. For the AFP spectrometer, a dedicated
fast simulation was developed which simulates the transport of truth-level protons
from the MC simulation through the LHC beam optics to the AFP spectrometer,
before simulating the subsequent detection with smearing applied. The detection
can then be simulated at various levels, either down to silicon hit clusters or tracks,
from which the protons are reconstructed. AFP proton reconstruction is discussed

in more detail in Section 4.3.

Following reconstruction, several weights are applied to simulated samples, to correct
for residual differences between simulation and data, such as the distribution of

mean interactions per bunch crossing (pile-up reweighting), trigger efficiencies, and
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s2 the momentum scale of leptons, as discussed further in Chapter 3.
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Chapter

The ATLAS Detector at the Large
Hadron Collider

The following chapter presents an overview of the LHC (Section 3.1) and A Toroidal
LHC ApparatuS (ATLAS) detector (Section 3.2) used to collect the data used in
this thesis, including the reconstruction methods used for the various physics objects

which are analysed (Section 3.3).

3.1 The Large Hadron Collider

With a total circumference of 26.7 km, the LHC is the largest particle accelerator
in the world. Built around 100 m below the surface of the Swiss-French border at
Centre Européen pour la Recherche Nucléaire (CERN), in the tunnel originally con-
structed for the Large Electron-Positron (LEP) collider, it is a circular synchrotron

capable of colliding together protons at centre-of-mass energies up to /s = 14 TeV.

Protons begin in the form of hydrogen gas, which is ionised using electric fields to
leave only the protons. These are then linearly accelerated using electric fields by

Linear Accelerator 2 (LINAC2)! up to 50 MeV. From here they are injected into the

ILINAC2 (50 MeV) served as the first acceleration step of CERN’s experiments for 40 years
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e00 first circular accelerator stage, the Proton Synchrotron (PS) booster, for acceleration
70 up to 1.4 GeV, and then the PS which accelerates the protons further to 26 GeV.
71 Next, the protons move into the Super Proton Synchrotron (SPS) where they are
2 accelerated up to 450 GeV, and finally injected into the LHC in the form of two
703 opposing beams. Here the beams of protons continue to be accelerated until they
704 reach up to 99.9999991% the speed of light, corresponding to a maximum energy
70s per proton of 7 TeV, thus giving centre-of-mass energies for collisions up to 14 TeV.
706 The LHC is also capable of performing nucleon-nucleon collisions at centre-of-mass
w7 energies of up to 5 TeV, which are accelerated via Linear Accelerator 3 (LINAC3)
28 and the Low Energy Ton Ring (LEIR), before being sent to the PS and following the
700 same steps as protons before injection into the LHC. The full CERN accelerator

complex as of 2022 is shown in Figure 3.1.

The CERN accelerator complex
Complexe des accélérateurs du CERN

2010 (27 km)

TT42

AWAKE
HiRadMat
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RIBs B H
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4 L 4 H
—<¢ H
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"""""""""" ’
LINAC 4
AN CLEAR
s LEIR N A—
fons 2 ‘
1994 ]
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LHC - Large Hadron Collider // SPS - Super Proton Synchrotron // PS - Proton Synchrotron // AD - Antiproton Decelerator // CLEAR - CERN Linear

Electron Accelerator for Research / AWAKE - Advanced WAKefield Experiment // ISOLDE - Isotope Separator OnLine // REX/HIE-ISOLDE - Radioactive
EXperiment/High Intensity and Energy ISOLDE // MEDICIS // LEIR - Low Energy lon Ring // LINAC - LINear ACcelerator //
I 1 ht // HiRadMat - High-Radiation to Materials // Neutrino Platform

Figure 3.1: The full CERN accelerator complex as of 2022 [100].

710

m  The circular trajectory of the proton beams in the LHC is maintained using 1,232

72 dipole magnets in the form of superconducting electromagnets with niobium-titanium

until it was switched off in 2018; for Run 3 onwards the new Linear Accelerator 4 (LINAC4) (160
MeV) was used.
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filaments, which generate a magnetic field of 8.3 T. To induce the superconductiv-
ity necessary for the high currents required to produce this field strength (around
11 kA), the magnets are cooled to 1.9 K using liquid helium. In addition, 392
quadrupole magnets are used to focus the beam, squeezing the protons together to
create narrow beams, with any sufficiently off-trajectory particles being absorbed by
collimators placed around the ring. Like other synchrotron accelerators, the LHC
uses Radio Frequency (RF) cavities to accelerate protons. These contain electric
fields of 5 MVm™! oscillating (flipping polarity) at a frequency of around 400 MHz.
When protons pass through the cavity they are accelerated differently depending
on their phase with the oscillating field. Protons which are in-phase (synchronous)
with the RF frequency undergo no acceleration, while protons which are out of phase
are accelerated (or decelerated) towards the synchronous protons. This leads to the
formation of discrete bunches of protons separated by empty space. In the LHC, the
proton bunches contain ~10'! protons and are separated in time by 25 ns (around

10 m physical separation) with a total of 2556 bunches at maximum fill.

At specified locations around the ring, collision points are created by using inser-
tion magnets to cross over the beam paths, causing “bunch crossings” wherever
bunches from opposing beams pass through each other. There are 4 such loca-
tions, or Interaction Points (IPs), and each one is surrounded by a large particle
physics detector. These four experiments are: ATLAS [101] and Compact Muon
Solenoid (CMS) [102], which are general-purpose detectors designed to measure as
many products of pp collisions as possible, Large Hadron Collider beauty (LHCb)
[103], a forward-facing detector designed to study flavour physics and measure C'P
violation, and A Large Ion Collider Experiment (ALICE) [104], designed to mea-
sure the products of heavy ions collisions in the LHC. An important value used to
parametrise the extent of squeezing of the beams at the IPs is §*, the distance at
which the beam amplitude is twice that at the IP. This value can be controlled
by adjusting the magnet configuration, and in 2017 the LHC typically operated at
f* = 0.3 m [105].

Data-taking at the LHC is organised into multi-year periods called “Runs”. Run
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1 took place between 2011-2012 at centre-of-mass energies between 7-8 TeV, and
marked the discovery of the Higgs boson [24], Run 2 took place between 2015-2018
at /s = 13 TeV, and is the source of all data used for the analysis in this thesis, and
Run 3 began in 2022 at /s = 13.6 TeV and is planned to continue until mid-2026.
Each Run is separated by several-year Long Shutdowns (LSs) to allow for major
detector upgrades, and at the end of every year during Runs there are additional
breaks called Year-end Technical Stops (YETSs), for minor maintenance and repair

work.

3.1.1 Luminosity and Pile-up

In order to study any process with sufficient precision, high statistics, or a large

number of events containing that process, are required. The rate =—2* of any process

dero
dt

occurring in the LHC is
dNpro

7 TproL, (3.1)
where oy, is the cross section of the process and £ is the instantaneous luminosity,
which measures the number of colliding particles per unit cross-sectional area per

unit time. If we assume identical proton bunches in the LHC beams with Gaussian

shape, then the luminosity is

. NbNPerevF

dro,oy

L , (3.2)

where N, is the number of bunches per beam, N, is the number of protons per
bunch, f., is the revolution frequency of the beams, F' is a geometrical factor to
account for the beam crossing angle (where F' = 1 indicates a head-on collision) and
0.y are the transverse sizes of the beam at the IP [106]. The LHC has a design
luminosity of 1 x 103*em~2s~!, however during parts of Run 2 and most of Run 3 it

was able to operate at up to 2 times this value [107, 108]. The total amount of data
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collected over a given time period T is given by the total integrated luminosity L

L(T) = /O ' L(t)dt (3.3)

and is typically measured in units of fb=!, with the LHC delivering a total of 156
fb~! during Run 2. During operation at such a high luminosity, the probability of
having more than one pp interaction per bunch crossing is very high. The mean

number of inelastic interactions per bunch crossing is given by

o Eainel

<M> B Nbfrev,

(3.4)

where oy, is the inelastic cross-section in a pp collision, around 80 mb for 13 TeV
collisions. The distribution of p is shown in Figure 3.2 for 2017 data-taking, when
all the data used in this thesis were collected, showing an average of 37.8 with a

peak of over 70. In any given bunch crossing at most one hard scatter interaction

200 ATLAS Online 2017, 13 TeV ILdt=46.9 fbt
180
160 @ <p>=2378

140
120
100

Recorded Luminosity [pb%0.1]

uoneiqIed 8T/z

0 10 20 30 40 50 60 70 80
Mean Number of Interactions per Crossing

Figure 3.2: Luminosity-weighted distribution of the mean number of interactions

per crossing for the 2017 pp collision data at 13 TeV centre-of-mass energy. [109]

is expected with enough interesting features to warrant closer investigation, with

the remaining interactions being common soft processes. These are referred to as
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76 pile-up interactions.

777 The long-term plan for the LHC is shown in Figure 3.3 and currently extends until

2040. In particular, the LHC is due to undergo a major upgrade during L.S3 between

HiLumi,

LARGE HADRON COLLIDER
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Figure 3.3: Long term schedule for the LHC and future High Luminosity LHC
(HL-LHC) as of January 2025 [110].

778

7o Runs 3 and 4 (with the latter due to start in mid-2029) to the High Luminosity LHC

720 (HL-LHC). This upgrade plans to increase the levelled instantaneous luminosity at
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Vs =14 TeV to 5 x 103 cm=2s7!, with a potential peak of 7 x 103**ecm™2s~!. This
will correspond to pile-up of ©~200 and allow the collection of an annual integrated
luminosity of around 250 fb™!, with the goal to reach a total dataset of 3000 fb=! by
the end of Run 5. This will require extensive upgrades to all of the detectors around
the LHC, including the ATLAS detector whose inner tracker upgrade is discussed

in detail in Section 5.2.

3.2 The ATLAS Experiment

The ATLAS detector is the largest of the four main detectors placed around the
LHC. It is a general purpose particle detector, designed to measure as many different
types of particles and corresponding processes as possible. It is cylindrical in shape,
forward-backward symmetric and covers almost the entire solid angle around the IP,
the position at the centre of the detector where proton-proton collisions take place,
allowing it in principle to detect almost every particle produced in these collisions.
The detector is composed of a series of concentric layers, each designed to detect a
different component of the products of particle interactions. Starting from the IP

these layers are:

e the Inner Detector (ID) - designed to measure the trajectories and momenta

of charged particles

e the Electromagnetic Calorimeter (ECal) and Hadronic Calorimeter (HCal) -

designed to measure the energy of EM and hadronic particles, respectively

e the Muon Spectrometer (MS) - designed to measure the momentum of muons

In addition there is a large solenoid magnet placed between the ID and ECal as
well as several toroidal magnets between the HCal and MS, to cause bending in the
trajectories of charged particles, allowing their momenta to be determined. These

systems are shown together in Figure 3.4 and are all described in more detail in
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Muon Detectors Tile Calorimeter Liquid Argon Calorimeter

Toroid Magnets  Solenoid Magnet  SCT Tracker Pixel Detector TRT Tracker

Figure 3.4: Layout of the ATLAS detector [111].

the following sections. The analysis presented in this thesis uses data collected
entirely in 2017 during Run 2, so the sections below describe the detector state
during this period. During a given year data-taking in the ATLAS experiment is
split into Runs lasting on the order of one day (not to be confused with the longer
LHC Runs), which are then grouped into Periods lasting on the order of one month.
Each run is also split into smaller sections called luminosity blocks, lasting on the

order of one minute.

The ATLAS detector has a coordinate system defined with the origin at the IP
and the z axis parallel to the beamline. The x axis is horizontal with the positive
direction towards the centre of the LHC, and the y axis points vertically upwards.
Overall the ATLAS detector uses a right-handed coordinate system, such that the
+z direction corresponds to clockwise around the LHC. Due to the cylindrical shape
of the detector, it can also be useful to define a cylindrical coordinate system, such
that the azimuthal angle ¢ is the angle in the z—y or transverse plane, and the polar
angle 0 is the angle with respect to the z axis. We can also define the transverse

momentum in the x—y plane as pr = /p3 +p2. At hadron colliders, it is more
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convenient to use the pseudorapidity n in place of 6, defined as

n:—mOmg) (3.5)

This is because the difference An between two particles is invariant under Lorentz
transformations, which greatly simplifies translations in the centre-of-mass frame
from that of the colliding protons, which are typically balanced in momentum, to
that of the colliding partons, which are typically asymmetric. The angular distance

AR between two particles is then defined as

AR = /A + Ag2. (3.6)

3.2.1 Inner Detector

The innermost section of the ATLAS detector is the ID, designed to measure the
trajectories and momenta of traversing charged particles with high precision. The
ID is cylindrical in shape, 7 m long with an inner (outer) radius of 33 (1150) mm.
There are three concentric sub-detectors forming the ID, in order from the beamline
these are the pixel detector, the Semi-conductor Tracker (SCT) and the Transition
Radiation Tracker (TRT); with each layer comprised of a barrel section covering the
region perpendicular to the beamline and two end-caps, one either side of the IP,
to cover the forward region close to the beamline. Together these systems provide
good momentum resolution for charged particle tracks with pr > 500 MeV? and
cover |n| < 2.5. The layout of the ID is shown in Figure 3.5. The entire system is
surrounded by a solenoid magnet, which uses indirectly-cooled aluminium-stabilised
superconductor technology to generate a field of 2 T. This field bends the trajectories
of charged particles, allowing their momenta to be determined by the angle of the
bend and their charge by the direction of the bend. The solenoid is only 44 mm

thick to minimise its effect on particle energies [113].

2 Although lower momentum tracks down to pp > 100 MeV can also be measured and recon-
structed, as discussed in Section 6.5.3.
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Figure 3.5: Layout of the ATLAS Inner Tracking Detector composed of the Pixel
Detector, SCT and TRT [112].

The innermost two layers of the ID utilise silicon tracking technology. The related
physics concepts are explored in detail in Section 5.1. The layer closest to the
beamline is the pixel detector, with an inner radius of 33 mm, which uses silicon
pixel sensors to very precisely measure charged particle trajectories close to the IP,
allowing the Primary Vertex (PV) of interactions to be reconstructed. There are
four concentric layers of pixel sensors, with the innermost layer, called the Insertable
B-Layer (IBL), being added in Run 2 to improve vertex resolution and particle
identification for short-lived particles. This is particularly key for B-hadron decays,
hence the name [114]. In addition there are three end-cap layers stacked along the z-
axis on either side. The three layers around the IBL use planar pixel sensors, with the
electrodes implanted on the surface of the silicon. The IBL also incorporates more

advanced 3D pixel sensors which use column-like electrodes which penetrate the
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substrate, giving a faster response time and increased radiation hardness, to better
handle the high track density this close to the IP. The same 3D pixel sensors are
used in the ATLAS Forward Proton (AFP) spectrometer and so these are explained
in more detail in Section 4. In total, there are around 92 million pixel sensors, spread
across 1736 barrel modules and 288 end-cap modules. Each pixel is 50 x 400 pm?
in the external layers and 50 x 250 um? in the IBL, giving a total silicon area of 1.9
m?. Due to their small size in both dimensions, each pixel can independently make
a precise 2D measurement of particle position. Charged particles are expected to
leave four hits in the detector, including one in the IBL, yielding an overall precision

of ~10 pm [115].

The next layer is the SCT, which uses silicon sensors to measure charged particle
position in the same way as the pixel detector. However, since the SCT covers a
much wider surface area, in order to minimise cost and material budget less precise
strip sensors are used. The SCT is formed of 4 concentric barrel layers and 18
end-cap disks, 9 on either side of the IP, and extends out to 610 mm from the IP.
Each strip detector is 6.36 x 6.40 cm? with 768 readout strips and 80 yum between
each strip. Therefore, the strip sensors can only independently measure in a single
dimension with high precision. To compensate for this, each strip sensor module has
two sets of strip sensors glued back-to-back, with a 40 mrad angle between them,
such that the combination of the 1D measurements from two adjacent strips provides
a precise 2D measurement. There are 4,088 two-sided modules in the detector, with
over 6 million total strips, for a total silicon area of ~60 m?. Charged particles are
expected to leave up to eight hits in the detector, for four position measurements,
giving an overall precision of 25 um at best. The silicon sensors in both the pixel
detector and SCT are cooled to -10°C to reduce electronic noise and prevent high

leakage currents which could damage the sensors [115].

The final layer in the ID is the TRT, which uses a different technique from the
other layers to measure particle trajectories, as well as to provide some Particle
Identification (PID). This detector is made up of a large number of thin-walled drift

tubes, also known as ‘straws”, with a diameter of 4 mm. Each straw is filled with
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a gas mixture of Xe, CO, and O,, and has at its centre a 0.03 mm diameter gold-
plated tungsten wire. When a charged particle enters the gas volume, it will ionise
the nuclei, freeing electrons which then drift in an electric field applied across the
straw to be collected and read out by the central wire. In addition, polypropylene-
polyethylene foils are placed between adjacent straws to induce transition radiation,
which is the emission of a photon caused when a charged particle passes between
two different dielectric media. These photons then induce an electrical signal via the
xenon gas in a similar manner to the tracking hits. The intensity of this radiation
is proportional to the Lorentz v factor of the parent particle, allowing particles of
different masses to be distinguished. This is particularly effective in distinguishing
between electrons and light hadrons such as pions. The detector is comprised of a
single barrel layer containing around 50,000 straws, each 144 cm long and divided
in two at its centre to give reduced occupancy and faster readout, and two end-caps
with 320,000 straws between them, each 39 cm long with readouts positioned at the
outer ends of the straws. Each straw provides a position measurement based on drift
time, with a resolution of 170 pum, as well as two independent energy thresholds.
This allows lower energy tracking hits to be discriminated from the higher energy
transition radiation hits, whose energies also give PID information. The straws are
arranged optimally to give an average of 36 hits per charged particle. The weakness
of the TRT system is the relatively slow drift time of the straws, creating high dead
time such that the detector does not cope well with high track density [115].

3.2.2 Calorimeters

The next section of the ATLAS detector is the calorimeters, which perform “de-
structive”3 measurements of particle position and energy, allowing for PID as well
as the reconstruction of the Missing Transverse Energy (MET) in an event. The
calorimeters are split into two sections, first the ECal, which measures electrons

and photons, and second the HCal, which measures hadrons. There is an addi-

3A destructive measurement is one which affects the properties of the measured particle, such
that no further measurements of the original particle properties can be made.
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tional Forward Calorimeter (FCal) as an extension to both calorimeters in the very
forward region. The calorimeters are often referred to instead by their detector tech-
nology as the Liquid Argon (LAr) calorimeter, made up of the ECal, HCal endcaps
and the FCal, and the Tile calorimeter made up of the HCal barrel. Overall, the
LAr calorimeter is 13.3 m in length with an outer radius of 2.25 m, while the Tile
calorimeter is 12.2 m in length with an outer radius of 4.23 m. Both calorimeters
use sampling calorimetry, with alternating passive and active layers. The passive, or
absorbing, layer is formed of a high-density material which will interact with inci-
dent particles to induce showering, while the active layer collects and measures the
energy of showering particles which are not absorbed by the passive layer. The aim
of the calorimeter is to completely stop all measured particles within the calorimeter
volume, to allow their entire energy to be measured. The calorimeters also form part
of the Level 1 (L1) hardware trigger and therefore require very fast readout. The

layout of the calorimeters is shown in Figure 3.6.

Tile barrel Tile extended barrel

LAr hadronic
end-cap (HEC)

LAr electromagnetic 4
end-cap (EMEC) —_—

LAr electromagnetic
barrel

LAr forward (FCal)

Figure 3.6: Layout of the ATLAS calorimeters composed of the LAr and Tile
Calorimeters [116].

The innermost calorimeter, the ECal, is designed to measure the energy of elec-
tromagnetic particles, in particular electrons and photons. It is formed of a barrel

layer and inner and outer end-caps, which together cover |n| < 3.2. The ECal
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uses liquid argon as the active medium for its fast, uniform response and radiation
hardness, with lead absorbing layers. The lead induces EM showering from inci-
dent particles with £ 2 1 GeV via bremsstrahlung, in which photons are emitted
from electrons, which then undergo electron-positron pair production (v — ete™),
with the produced leptons emitting further, less energetic photons and so on. The
shower continues until ionisation becomes the dominant energy loss mechanism for
electrons and the photons are absorbed. The electrons ionise argon atoms in the
active layers, producing free electrons which drift in an applied electric field. This
induces an electric current, proportional to the energy of the shower particle, within
cables contained in vacuum-sealed cylinders running throughout the liquid argon.
By combining the energy measurements from all particles within a given shower, the
energy of the initial particle can be determined. The layers of the ECal are arranged
in an accordion structure to maximise coverage and allow for shorter cables, reduc-
ing dead-time, with higher granularity layers positioned closer to the beampipe. A
schematic of a single barrel LAr module is shown in Figure 3.7. The barrel section
covers the central region (|n| < 1.52), while the inner and outer end-caps cover the
forward region (1.375 < |n| < 2.5 and 2.5 < |n| < 3.2, respectively). There is an
additional thin layer called the presampler on the inside of the innermost barrel and
end-cap layers covering |n| < 1.8, which corrects for the energy lost by particles in
material before the calorimeter, mainly in the inner detector. The transition re-
gion between the barrel and end-caps (1.37 < |n| < 1.52, the so-called calorimeter
“crack”) is used to pass through various service pipes and electronics, and therefore
has reduced performance and is sometimes excluded from analyses. Overall, the
ECal is between 24-26 X, thick, where X is the “radiation length” of the medium,
the average distance an electron can travel through it before losing 1/e of its energy.
This is sufficient to minimise the number of shower particles which escape the ECal
without being detected. To maintain the argon in its liquid state, the entire ECal
is contained within a cryostat which cools the argon to 89 K. This cryostat is 6.8 m

long, with inner and outer radii of 1.15 m and 2.25 m, respectively [117].

The next layer is the HCal, designed to absorb and measure almost all particles
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Figure 3.7: Cross section of a barrel module from the LAr calorimeter [117], with
three layers of decreasing granularity.

which penetrate the ECal, primarily hadrons. It is composed of a barrel section,
covering |n| < 1.7, and two end-caps covering 1.5 < |n| < 3.2. The HCal barrel is
referred to as the Tile calorimeter, as it uses 3 mm thick plastic scintillating tiles as
the active layer, along with 14 mm thick layers of steel as the absorber. Hadronic
showers are induced when incident particles scatter off nuclei within the steel, cre-
ating a shower of additional hadrons which undergo further nuclear interactions or
ionisations, including an EM component from the decay of neutral hadrons (e.g. 7°).
The shower products then interact with the scintillators to produce UV photons,
which are collected by optical fibres. The fibres shift the wavelength of collected
photons into the visible spectrum, before delivering them into photomultiplier tubes
which amplify them, creating an electric current which can be calibrated to measure
the original particle energy. A schematic of a single barrel tile module is shown in
Figure 3.8. The tile calorimeter is formed of three concentric layers, a central bar-
rel which is 5.6 m long and contains 64 modules, followed by two extended barrels
which are 2.6 m long and contain 64 modules each, giving a total of 420,000 tiles.

The tiles in each layer are arranged perpendicular to the beamline and their rela-
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tive depths are staggered to increase acceptance. To cover the forward region there
are Hadronic End Caps (HECs) on either side of the detector, each formed of two
wheels using the same LAt technology as the ECal, but with higher-density tung-
sten absorbing layers to decrease the required volume of the detector in the forward
region where there is not much space. Overall, the HCal is ~11\ thick at n = 0,
where X is the nuclear interaction length, defined as the mean distance a hadronic
particle will travel in a given material before undergoing an inelastic nuclear colli-
sion. This is sufficient to contain the entire shower produced by an incident particle
and minimise the number of particles escaping the HCal without detection, which is
known as “punch-through”. Similar to the ECal, there is a crack region at |n| = 1
with reduced performance due to electronics passing between the detector sections
[117, 118].

Photomultiplier

Wave-length shifting fiber

Steel

Scintillator

Figure 3.8: Schematic of a barrel module from the Tile calorimeter [119].

To cover the very forward region closest to the beamline between 3.0 < |n| < 4.9,
additional FCals are used. Positioned 4.7 m from the IP on either side of the
cryostat containing the ECal, each FCal consists of three layers all using the same
LAr technology as the ECal. The first layer uses a copper absorber, designed to

measure EM showers, and the remaining two layers use a high-density tungsten
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absorber to measure hadronic showers. Each layer is made up of a metal matrix
with regularly spaced longitudinal channels filled with concentric rods and tubes,

with liquid argon placed in gaps between the layers, which are as small as 250 ym

[117).

3.2.3 Muon Spectrometer

Muons interact more weakly with matter than electrons due to being 200 times
more massive, therefore undergoing much less bremsstrahlung, losing less energy
and penetrating deeper into material. For this reason, muons typically pass through
the calorimeters without being stopped, and so the final layer of the ATLAS detec-
tor, the MS, is specifically designed to identify muons and precisely measure their
momenta. The MS is made up of Monitored Drift Tubess (MDTs) in the central
region and Cathode Strip Chambers (CSCs) in the forward region. In addition,
the MS forms part of the L1 hardware trigger, using a combination of Resistive-
Plate Chambers (RPCs) in the central region and Thin-Gap Chambers (TGCs) in
the forward region. These systems are less precise than the primary MS systems,
but have much faster readout as required for triggering, in addition to providing a
complementary measurement on muon trajectory. To facilitate the measurement of
muon momenta, their trajectories are curved using a system of three large supercon-
ducting air-core toroid magnets. In the central region (|n| < 1.0) magnetic bending
is provided by a large barrel magnet constructed from eight coils which surround
the HCal. In the forward region (1.4 < |n| < 2.7), two smaller end-cap magnets are
used, which are inserted into both ends of the barrel toroid. In the interval between
these regions (1.0 < || < 1.4) referred to as the transition region, muon bending is
provided by a combination of the two magnetic fields. The toroid system creates a
field mostly perpendicular to the muon trajectories, while minimizing the amount
of multiple scattering which reduces the resolution of the momentum measurement.
The layout of the muon spectrometer and toroid magnets is shown in Figure 3.9.

Overall, the muon spectrometer covers up to || < 2.7, measuring points on the
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muon trajectory to a precision of < 10 pum, corresponding to a momentum resolu-
tion of 2-3% across the majority of the muon kinematic range, up to around 10%
for pr ~ 1 TeV.

Thin-gap chambers (T&C)
B ] Cathode strip chambers (CSC)

Barrel toroid

Resistive-plate
chambers (RPC)

End-cap toroid
Monitored drift fubes (MDT)

Figure 3.9: Layout of the ATLAS Muon Spectrometer [120].

The MDTs measure muon tracks in the principle bending direction of the toroids,
and are formed from 3 cm wide aluminium tubes filled with a gas mixture (CO, and
Argon), with 50 pum gold-plated tungsten-rhenium wires running down their centre.
When muons pass through the gas they ionise atoms, freeing electrons which drift in
an applied electric field to the centre of the tubes, inducing an electric current in the
wires. They are arranged in 3-8 concentric layers of chambers in the MS barrel in
order to maximise the hit rate, with the tubes varying from 0.85-6.5 m in length. In
total there are 1,171 chambers with a total of 354,240 tubes, with each tube having
a resolution of 80 pm, which corresponds to 35 pm per chamber when the gas is held
at a pressure of 3 bars. The CSCs are arranged in three layers of chambers stacked
in the z axis in the end-caps at either end of the detector to precisely measure muon
tracks in the forward region between 2.0 < || < 2.7. They use the same detection

principle as the MDT's, with the same gas mixture and wires, and use cathode strips
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as the readout which are arranged orthogonally on adjacent layers. Overall there are
31,000 channels spread across 32 chambers per end-cap, with each chamber giving a
resolution of 40 ym and 5 mm in the bending and transverse planes of the toroids,
respectively. The difference between the two planes arises from the different readout
pitch, and the azimuthal readout running parallel to the anode wires [121]. They
also have a fast electron drift time of < 30 ns giving a timing resolution of 7 ns, and
have low neutron sensitivity achieved by minimising the gas volume used, which is

needed for the high radiation hardness required close to the beampipe.

The maximum drift time of the MDTs is around 500 ns, much longer than the
25 ns bunch-crossing period for LHC, so additional detectors with faster readout
are required to provide triggering. To cover the central region of |n| < 1.05, the
RPCs are formed from pairs of parallel plastic resistive plates with a potential dif-
ference held across them, separated by a 2 mm gap filled with a gas volume (mostly
tetrafluorethane). Muons passing though the detector ionise atoms in the gas vol-
ume, freeing electrons which undergo avalanche multiplication due to the applied
electric field between the plates. This generates a signal which is read out via ca-
pacitative coupling to metal strips placed at both sides of the detector. There are
a total of 380,000 channels spread across 606 chambers, providing overall space and
time resolutions of 1 ¢cm and 1 ns, respectively. To perform muon triggering in the
forward region between 1.05 < |n| < 2.4, TGCs are used. These are similar to the
CSCs but with faster readout, using parallel 30 pm thick wires in a gas mixture of
CO, and n-pentane between cathode plates. Incident muons ionise the gas, and the
resulting free electrons drift in an applied electric field to produce a current in the
wire. There are a total of 318,000 channels in 3,588 chambers in the TGC. Both
types of trigger chamber also provide a “second-coordinate” measurement of track
coordinates which is orthogonal to the precision measurement, and roughly parallel

to the magnetic field. This is required to allow for offline track reconstruction [122].
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3.2.4 Forward Detectors

There are several additional detectors placed much further down the beampipe from
the ATLAS detector. These are designed to detect particles with very forward
trajectories (high-|n|) which fall outside the acceptance of all the detectors previously

described. Their relative positions along the beamline are shown in Figure 3.10.

ATLAS

ALFA AFP ZDC LUCID LUCID ZDC AFP ALFA
(= =l :' =]
J Bez;m 1 ! o “Beafm 2
Q7 Q6 Q5 Q4D2 D1 Q3Q2Q1 Q1Q2Q3 D1 D2Q4 Q5 Q6 Q7

Figure 3.10: The positions of the four forward detectors of the ATLAS experiment,
used to measure particles with high-|n| and make luminosity measurements [123].

The closest forward detector to the ATLAS detector is Luminosity Cherenkov Inte-
grating Detector (LUCID), positioned 17 m from the IP on either side and covering
5.6 < |n| < 5.9. This detector is designed to measure the integrated and per-bunch
instantaneous luminosity in the ATLAS detector in real-time, based on the number
of inelastic pp collisions occurring in the ATLAS detector. This is achieved on each
side of the detector by an aluminium vessel filled with C4F;o gas, along with twenty
1.5 m long aluminium tubes angled towards the IP. Incident particles pass through
the gas causing it to radiate Cherenkov photons at an angle, which are reflected along
the tubes and collected by quartz photomultipliers to create a signal. LUCID has
a time resolution of a few ns, which is sufficient to separate individual LHC bunch

crossings in order to make instantaneous luminosity measurements [124, 125].

Next along the beamline is the Zero Degree Calorimeter (ZDC), placed 140 m away
from the IP on both sides at the point where the two LHC beam pipes split apart,
having been merged for interactions in the ATLAS detector. This allows the detector
to be placed directly in the pathway of neutral particles with |n| > 8.3 (including
6 = 0, hence the name). The ZDC is designed to measure neutral particles such
as mp and neutrons by using a series of tungsten calorimeter modules, with a single
module specialised for EM calorimetry and three modules specialised for hadronic

calorimetry on either side. The detector is used exclusively for heavy ion runs and
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can also provide luminosity measurements to complement LUCID [124, 126].

The next forward detector is the AFP spectrometer, which is used to measure the
energy loss of intact protons which are scattered due to diffractive or photon-induced
interactions in the ATLAS detector [127]. This detector is the basis for the analysis

chapter of this thesis, and therefore its description is covered in detail in Chapter 4.

The final forward detector is Absolute Luminosity For ATLAS (ALFA). This is a
Roman-pot based detector, like the AFP spectrometer, with two stations inserted
vertically into the beampipe either side of the IP at distances of 237 m and 245 m.
These stations use scintillating fibres to measure the tracks of scattered protons, in
order to provide an absolute luminosity measurement for the ATLAS experiment
based on knowledge of the elastic cross section pp — pp. The data can also be used

for elastic and soft diffractive cross section measurements [124, 128].

3.2.5 Trigger and DAQ

Proton bunch crossings occur in the ATLAS detector every 25 ns, as discussed in
Section 3.1, giving a rate of 40 MHz. Based on the average number of interactions per
bunch crossing of p = 37.8 observed in 2017 [109] this corresponds to an average of
1.5 x 10% pp collisions per second. If every one of these events were recorded it would
use around 50 TB of storage space per second. This is impossible to achieve, but
also unnecessary since the vast majority of these events are soft processes, which are
generally not of interest for physics analyses. A system is therefore required to filter
down the millions of events per second to around a thousand, by making selections
on event properties which suggest the presence of interesting or rare processes. This
is achieved with a two-level Trigger and Data Acquisition (TDAQ) system, made up
of an extremely fast hardware level trigger and a slower but more precise software
trigger. The components of these systems are shown in Figure 3.11. A trigger
“menu” is defined, which lists a series of requirements for events to pass the trigger,

with each one aimed towards certain types of interesting processes. Around 1500
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event selections were available in the Run 2 trigger menu.
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Figure 3.11: The ATLAS TDAQ system in Run 2 showing the components relevant
for triggering as well as the detector read-out and data flow [129].

The first level, called L1, is a hardware trigger which reduces the event rate to
at most 100 kHz, with a latency of less than 2.5 ps. During this time, the data
are pipelined to a system of custom-made electronics which use a combination of
information from the calorimeters (L1Calo) and the muon spectrometer (L1Muon).
L1Calo identifies the multiplicity and energies of various objects of interest such as
electrons, photons and jets [130], while L1Muon estimates the momenta of candidate
muons with at least two hits in the MS. These inputs are additionally combined in
L1Topo, added for the second half of Run 2, which allows for more complex analysis
of objects including the invariant mass and/or angular separation between multiple
objects [131]. The geometric locations of potential signals are also determined,
called Regions of Interest (Rols). The information collected by the L1 trigger is
passed to the Central Trigger Processor (CTP), which decides whether to accept
the event. The CTP also applies pre-scaling, where only a set fraction of certain

types of common process are recorded, to keep the trigger rates below the threshold
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for the second trigger level [132].

The second trigger level, usually referred to as the High-Level Trigger (HLT), is
based on software algorithms which are more complex and therefore allow more
precise evaluation than the L1 trigger, but at the cost of a significantly increased
latency of 200 us. A farm of 40,000 CPU cores are used to perform optimised versions
of the offline object reconstruction algorithms, allowing them to be performed in
real-time. These algorithms are grouped into steps to form trigger chains, with each
chain seeded by an Rol identified by the L1 trigger. The HLT reduces the event rate
to a few kHz, which is sufficiently low to allow all remaining events to be moved to

permanent offline storage.

Due to the extreme time limitations for trigger processing, some precision must be
sacrificed, which results in small inefficiencies for events containing objects whose
kinematics fall close to the threshold of a given trigger. As mentioned in Section 2.4,
in simulated events corrections are made on the rates of physics objects as a function

of their kinematics, to match this trigger inefficiency observed in data.

3.3 Physics Object Reconstruction

In order to convert the stream of electrical signals from the various subsystems of
the ATLAS detector into usable particle measurements, a series of reconstruction
procedures are used to create the standard objects used in offline (not during active
data-taking) analysis: tracks, photons, electrons, muons, taus, jets and missing
transverse energy EX5. Figure 3.12 shows the detection principles for each type
of common particle produced in pp collisions as they pass through the layers of the
ATLAS detector, with each one having a distinct signature used to identify them in

reconstruction.
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Figure 3.12: Summary of ATLAS experiment reconstruction principles for each
particle type [133].

3.3.1 Tracks

Charged particles are detected by the ATLAS ID, leaving hits in each layer which
can be combined to reconstruct the trajectory of a particle. A series of reconstructed
hits is called a track, and there can be over 1000 tracks per bunch crossing during
high pile-up running. Many particles produced in pp collisions decay before reaching
the detector, but the ones with sufficient lifetime to leave tracks in the ID are
electrons, muons, protons, kaons and pions. The ATLAS experiment uses the perigee
representation to parametrise track properties, as shown in Figure 3.13. These are
defined relative to a reference point, which is taken from the average position of the

pp interactions in an event (the beamspot position). The five parameters are:

e dy and z (transverse and longitudinal impact parameters): distances of closest
approach of the track in the transverse and longitudinal planes to the reference

point

e ¢ and #: the azimuthal and polar angles of the track momentum at the refer-
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track

Figure 3.13: Global track parameters with respect to the perigee representation

[134].
ence point

e ¢/p: the ratio of the track charge to the magnitude of its momentum

Tracks are reconstructed using a series of algorithms. First, hits from adjacent chan-
nels in the Pixel and SCT detectors are combined into clusters. Pixel clusters already
provide a 3D measurement, while pairs of SCT clusters on either side of a sensor
module can be combined to form a 3D measurement as discussed in Section 3.2.1;
these 3D measurements are called “space-points”. Track reconstruction then begins
by grouping together triplets of space-points in either the Pixel or SCT which form a
consistent track trajectory, these are track seeds (Figure 3.14a). Some loose pr and
impact parameter cuts are made on track seeds to remove low-quality tracks early in
the process in order to save computation time. Next, sets of detector modules which
are expected to contain clusters from track seeds based on their trajectories are built
through the rest of the detector to form “search roads” (Figure 3.14b). Track seeds
are then extended along these search roads using a combinatorial Kalman filter
[135], which searches for adjacent clusters moving in both directions inwards and

outwards with respect to the IP, whilst simultaneously smoothing the track tra-
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e

I
Rl
)

(a) Track seeding (b) Search roads (c) Kalman filter

Figure 3.14: Illustration of the track reconstruction process, with red layers for the
pixel detector, blue layers for the SCT and red circles showing Silicon layer hits in
the ID. Taken from [134].

jectories (Figure 3.14¢). At this stage “bremsstrahlung recovery” is attempted, to
account for electron tracks with significant direction changes due to bremsstrahlung
emission in the ID. If a track seed fails initial track finding but is within a calorime-
ter Region of Interest (Rol) then the track finding procedure is repeated, allowing
for this additional “kink” in the trajectory.

After the track finding procedure is performed, a set of potential track candidates is
produced, however further refinement is still required since the Kalman filter, while
computationally fast, is relatively imprecise and doesn’t resolve ambiguities such
as track overlaps and “fake tracks” (incorrect combinations of unrelated clusters).
Track candidates are passed through an algorithm which scores them on a series
of quality criteria such as momentum, number of silicon (Pixel or SCT detector)
hits, number of shared modules (requires one shared hit for pixel modules and two
shared hits for SCT modules) and number of holes (missing hits on active silicon
modules in the trajectory of a track). Where several hits are shared between tracks
(track overlap) the higher scoring track is kept and others are rejected. Smaller
numbers of shared hits are accepted to allow for dense objects such high-energy
jets, where track separation may fall below detector granularity. A neural-network
based algorithm is then used to update the positions of clusters and corresponding
uncertainties, with probabilities assigned for the number of charged particles which

have contributed hits towards each cluster. Clusters which are classified as the
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product of multiple particles are split between track candidates. After the ambiguity
resolution is applied, the refined set of track candidates are re-fit using a global x?

method.

Finally, an extension into the TRT detector is attempted for each track, following a
similar track finding procedure to above, in order to increase momentum resolution
and benefit from the PID provided by the TRT as discussed in Section 3.2.1. A
search road, seeded by the track candidate, is built into the TRT volume and a
Kalman filter is applied. If an extension is successfully performed then the TRT
hits are added to the track, which is again refit with a global x? method. If the
additional TRT hits lead to a worse fit than before then the original “Si-Only” track
is also kept. In addition, if too many of the TRT hits are outliers to the fit or are of

too low quality (e.g. tube hits with no leading edge) the track extension is rejected.

The primary reconstruction procedure detailed above is optimised to reconstruct
prompt particles produced directly in the primary pp interactions. In order to
increase acceptance for non-prompt particles produced at a greater distance from
the beamline (e.g. electrons produced from photon conversion in the ID) a secondary
back-tracking reconstruction step is performed using all detector hits not assigned
to tracks in the primary stage. This stage begins with Rols identified from energy
deposits in the ECal with matching hits in the TRT. Pixel and SCT hits close to
the trajectory formed by the TRT hits are then grouped to form track seeds, with
only two space-points required in this pass compared to three in the primary pass,
to allow for shorter secondary tracks. These track seeds are then extended using the
same procedure as before (search road, Kalman filter, ambiguity resolution, global
x? fit) and then extended back again into the TRT using the original collected hits
(134, 136].

Once reconstructed, further cuts can be applied to tracks in order to increase their
quality and reduce the rate of fake tracks. This thesis uses the “Loose” track working
point which uses the following selections applied by default in the track reconstruc-

tion procedure described above:
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pr > 500 MeV

In| < 2.5

Number of Pixel and SCT clusters on track > 7

Number of shared modules < 1

Number of silicon holes < 2

Number of pixel holes < 1

A tighter selection called “Tight Primary” is also available, which adds the following
selections:

e Number of silicon hits > 9(11) for |n| < 1.65 (> 1.65)

e At least one hit on one of the two innermost pixel layers

e No pixel holes
These tightened selections significantly reduce the rate of fake and non-prompt
tracks, both improving the accuracy of track reconstruction and suppressing back-

ground processes. The efficiency of track reconstruction with each of these working

points is shown in Figure 3.15.
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Figure 3.15: Track reconstruction efficiency for each available working point as a
function of (a) pr and (b) n [137].
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In simulated MC samples we have access to the truth-level particles producing the
tracks, which can then be associated to the reconstructed track clusters wherever
in the ID the truth particle deposited energy. The truth-matching probability for a
track can then be calculated, which is the likelihood that it resulted from measuring a
genuine track found at truth level, as opposed to being a fake track, and is calculated
using Equation 3.7:

common common common
10 - Ngooe™ ™ + 5 - N§er™ ™" + 1 - Nigrp
track track track )
10 - Npiar +5 - Ng&t + 1 - Npge

Pmatch = (3 7)

where Npio"Sor, trr are the numbers of hits in each part of the ID which are shared

by the track and corresponding truth particle and Nlﬁ,ﬁiﬁ sct, Trr are the numbers of
hits which form the track. Here each ID hit is weighted according to its importance
to track reconstruction. Values of Py < 0.5 suggest a fake track, allowing the

rate of fake tracks to be measured for a given selection [137].

3.3.1.1 Vertex Reconstruction

It is very important, especially in high pile-up events, to accurately identify the
position of interaction vertices in an event. Generally, there is only one such “Pri-
mary Vertex (PV)” per event, where a beam interaction of interest has taken place.
Identifying this position helps to isolate the products of the primary interaction
from pile-up. Once track reconstruction has taken place, a dedicated vertex recon-
struction procedure is performed, which in Runs 1 and 2 used an iterative process
whereby track positions are fitted to obtain a seed vertex position and on each iter-
ation less compatible tracks are down-weighted in the fit before the vertex position
is recalculated. After this procedure, any vertices with at least two compatible
tracks are classified as PV candidates [138]. However, for Run 3 this procedure
was replaced with a more complex adaptive multi-vertex fitter to account for the

increased pile-up. In the new procedure, initial vertex positions are estimated using
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track density along the beam axis, with a Gaussian resolution model for the track
impact parameter, to estimate the most likely pp interaction vertex position. This
position is used as the seed, and all nearby tracks passing a quality selection are
assigned to it with a certain weighting. In future iterations tracks can be assigned
to multiple different vertices with varying weights. These tracks are then used to
fit the vertex position with a weighted adaptive Kalman filter, causing any other
linked vertex candidates and corresponding track weights to be refit as well. When
a vertex candidate reaches a certain set of thresholds (e.g. isolation from other ver-
tex candidates) it is removed from future consideration, along with any associated
tracks. The reduced set of tracks is now refit to generate a new vertex seed and the
process is repeated until all seeds have been eliminated from the pool. The final
set of vertices are then passed through a selection to reject low quality candidates.
This updated method allows tracks to be considered for multiple different vertex
candidates, in order to reduce the chance of nearby interactions being incorrectly
merged into a single vertex, which becomes more likely in high pile-up conditions

[134].

The beamspot is the volume around the IP where the LHC beams cross over and
pp interactions are expected to take place. It is reconstructed from an unbinned
maximum likelihood fit of the distribution of PVs over a large number of events in
around 10 minute intervals of data-taking. Only the PV with the highest Y p2 per
event is used. The beamspot is assumed to follow a 3D Gaussian distribution with

a typical longitudinal size of 40 mm and a transverse width of O(10 pum) [138].

3.3.2 Electrons and Photons

Electrons and photons are both detected via EM showers induced and absorbed by
the ECal, while electrons additionally leave tracks in the ID due to their electric
charge. Reconstructed photons are not used in this thesis so this section will mainly

focus on electron reconstruction.
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Reconstruction begins by building clusters from energy deposits in the ECal using
a topological-cluster algorithm to group neighbouring calorimeter cells if they are
significant. At the start of Run 2, a different “sliding-window” approach was used
which used fixed-size rectangles to cluster cells, due to limitations in calibration
methodology for dynamically-sized clusters [139]. However, since the development
of multivariate calibration techniques [140] it has become possible to use this new
topo-cluster algorithm, which allows recovery of low-energy bremsstrahlung photons
emitted in the ID in electron and photon reconstruction, increasing accuracy [141].
The topo-cluster algorithm selects calorimeter cells based on their significance ¢,

defined as

EEM
EM __ cell
Scell = EM ) (3 . 8)
Unoise,cell

EM

where E¥) is the cell energy and oE¥

ol , is the expected background noise. Cells

with ¢EM > 4 are grouped to form a seed cluster, and then less energetic neighbouring
cells are iteratively added until all surrounding cells have ¢} < 2. Final clusters are
required to have pr > 400 MeV to reduce contributions from pile-up and w9 — vy
decays [142]. Next, ID tracks are refit, allowing for bremsstrahlung, and any photon
conversion vertices which are present are reconstructed. The tracks and conversion
vertices are then matched to the topo-clusters, and a “supercluster” algorithm is
run to merge together nearby clusters. The algorithm is different for electrons and
photons, and only the electron algorithm is presented here. Electron superclusters
are seeded from any cluster with Et > 1 GeV with an associated track with at least
4 silicon hits in the ID. Next, satellite clusters within a window of An x A¢ =
0.075 x 0.125 around the seed cluster are added in order to recover inefficiency due
to bremsstrahlung emission. A second pass is then performed for electrons with
an extended window of An x A¢ = 0.125 x 0.3 (particularly extended in ¢ as
the direction of the solenoid field causes bremsstrahlung photons to emit mainly
in this direction). For the second pass, satellite clusters are required to share a

“best-matched” track with the seed cluster, to discriminate from pile-up.

Once the superclusters are built, the electron and photon objects are reconstructed.

An electron is defined as a supercluster with at least one matching ID track, while
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photons have two categories: converted and unconverted. A converted photon is one
which has undergone ete™ pair-production in the ID, producing a conversion ver-
tex, and any supercluster matched to a conversion vertex is defined as a converted
photon. An unconverted photon is one which does not decay before reaching the
ECal, and is therefore defined as any supercluster which matched no tracks or con-
version vertices [141, 143]. Conversion occurs for around 20% of photons at low |7],
up to around 65% for |n|~2.3 due to increased shower probability from the higher
material budget in these regions. It is possible for an object to be reconstructed as
both an electron and photon, in which case an ambiguity resolution is applied to
remove the overlap, although some overlap is permitted to maintain high efficiency;,

which can then be refined further at the analysis stage.

Quality working points are applied to reconstructed electron objects in order to re-
duce the rate of fake electrons. Electron identification is performed using a likelihood
discriminant which accounts for the EM shower shape in the ECal and transition
radiation in the TRT, while electron isolation is determined using a combination
of ID and ECal measurements to sum the energies or momenta of objects within
a cone around electrons, which is required to be below a set threshold. The anal-
ysis described in this thesis uses at pre-selection the “Loose” identification and
“Loose_VarRad” isolation working points, which are described in detail in [143]. In
the final selection a tighter identification requirement “LooseBL” is used, which ad-
ditionally requires at least one hit in the IBL, the innermost layer of the ID described
in Section 3.2.1. The reconstruction efficiencies of each available identification and
isolation working point are shown in Figures 3.16a and 3.16b as a function of trans-

verse energy.

As mentioned in Section 2.4, several weights and corrections are applied to sim-
ulated electrons, to correct for any observed differences in their kinematic distri-
butions between data and simulation. Corrections are applied to the energy scale
and resolution, reconstruction efficiency and the efficiency of the identification and
isolation working points described above. More detail on the considered corrections

and their determination is given in [143].
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Figure 3.16: Electron reconstruction efficiencies for each (a) identification and (b)
isolation working point, determined from Z — ete™ decays as a function of trans-
verse energy [144].

3.3.3 Muons

Muons are reconstructed using mainly information from the ID, the MS or a com-

bination of the two. Depending on the detector signature, multiple types of recon-

structed muon are defined as follows:

Combined (CB) muons have tracks measured in both the ID and MS, which
are combined in a global refit. These are the highest purity reconstructed

muons.

e Muon Spectrometer Extrapolated (ME) or Stand-alone (SA) muons have a

track measured only in the MS, with no matching ID track, which is loosely

extrapolated back to the beamline.

e Segment-Tagged (ST) muons have tracks measured in the ID and in only a

single layer of the MS, due to effects such as multiple scattering changing the

trajectory of the muon in the detector.

e Calorimeter-Tagged (CT) muons have a track measured in the ID and an
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energy deposit in the calorimeters, with no MS hits.

These four types of reconstruction are depicted in Figure 3.17.

(Combined Muon)

Muon Spectrometer

Standalone Muon
-

ID

(Segment-Tagged Muon

—
(Calo-Tagged Muon)

Figure 3.17: Muon reconstruction categories in the ATLAS detector [145].

Track reconstruction in the ID is described above in Section 3.3.1. For reconstruction
of tracks in the MS, the procedure begins by combining compatible hits into straight-
line segments in each individual layer of the MS using a Hough transform [146].
Segments are then loosely combined into preliminary track candidates using the
IP position and information on the magnetic field generated by the toroids. The
precision measurements from the MDTs and CSCs (described in Section 3.2.3) in the
bending plane of the toroids are combined with complementary measurements from
the RPCs and TGCs to reconstruct 3D track candidates. A global x? fit of the muon
trajectory is then performed, accounting again for the magnetic field, in addition
to potential material interactions and misalignments in the detector. Outlier hits
from this fit are removed from the track and any matching hits not yet assigned are
added, before an ambiguity resolver similar to the one used for ID tracks is applied

to remove any tracks overlapping with higher-quality tracks. The final set of MS
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tracks is then refit, accounting for positions of the IP and any large energy deposits

in the calorimeters, to calculate the momentum of each muon.

As for electrons, quality working points are applied to reconstructed muons to con-
trol the rate of fake and non-prompt muons. All available identification and isolation
requirements are described in detail in [147]. This thesis uses the “Medium” iden-
tification working point for muons, which uses only CB muons. In principle, ME
muons are also permitted at || > 2.5, beyond the ID acceptance, although since
this analysis uses a lower cut of |n| < 2.4 for muons these are not included. For
the “Medium” working point, muon tracks must be seeded from either the MS and
matched to an ID track (outside-in) or from an ID track and matched to at least
three MS hits in at least two different MS stations (inside-out). For inside-out
muons with || < 0.1, matched hits in only one station are allowed provided that
there is at most one precision hole station (an MDT or CSC layer with no hit where
one is expected based on the muon trajectory). To ensure an accurate momentum
measurement, a loose agreement between the ID and MS measurements is required

using ¢/p compatibility, defined as

[(@/P)ip — (@/P)uis] (3.9)

q/p compatibility = - - ,
\/J(Q/P)ID + U(Q/P)Ms

where (¢/p)p /ms are the ratios of muon charge ¢ to momentum p in the ID and
MS and o are the corresponding uncertainties. The Medium identification working
point requires ¢/p compatibility < 7. The isolation working point used in this thesis

is “PFlowFixedRad_Loose”, with the corresponding requirement of

(P50 4 0.4 - ERIV) < 0,16 - ph, (3.10)

cone20

where pf is the summed pr of all tracks with pr > 500 MeV in a cone of
fixed size AR = 0.2 around the muon and E2ov20 i5 the transverse energy of all
neutral particle-flow objects within the same cone [147]. The efficiencies of each

identification working point are shown in Figure 3.18a, and the overall efficiency of
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applying both the identification and isolation working points used in this thesis are

shown in Figure 3.18b.
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Figure 3.18: Muon reconstruction efficiencies for (a) each identification working
point and (b) the combined identification and isolation working points used in this
thesis, determined from J/¢p — ptp~ and Z — ptp~ decays as a function of
transverse momentum [147].

As for electrons, a set of weights and corrections are applied to simulated muons,
to match their kinematic distributions to those observed in data. Corrections are
made on momentum and energy scale and resolution, reconstruction efficiency and
the efficiencies of the identification and isolation working points described above.

More information on the determination of muon corrections is given in [145].

3.3.4 Other Objects

There are several other standard reconstructed objects in the ATLAS experiment
which are not directly relevant to this thesis. Their reconstruction is briefly described

below.

Jets: hadronic particles (subject to the strong force) are detected differently de-
pending on their charge, with charged hadrons leaving signals in the ID, ECal and
HCal while neutral hadrons (e.g. neutrons) only leave a signal in the HCal. Many

particle decays following pp interactions produce quarks, which cannot exist in a
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free state due to QCD confinement, which forbids coloured free states. Therefore,
quarks and gluons produced at the IP hadronise long before reaching the detector,
producing an expanding cone of particles moving through the detector, referred to
as jets. These objects are reconstructed, typically using an algorithm such as anti-kr
[148], and their components combined to obtain the properties of the original parton

[149).

Taus: the heaviest type of lepton, taus have very short lifetimes due to their large
mass, and so they decay before reaching the detector. Therefore, as for jets, only
their decay products can be measured and the tau is reconstructed from the combi-
nation of these objects. These decays can be hadronic (~65%) producing hadronic
jets similar to those described above, or leptonic (~35%) producing lighter leptons.
However, since the tau lifetime is so short, these decays occur too close to the IP to
distinguish their products from prompt electrons and muons, so only hadronically

decaying taus have dedicated reconstruction in the ATLAS experiment [150]

Missing Transverse Energy (MET) EF**: the remaining SM object, neutrinos,
cannot be detected by the ATLAS detector due to their small interaction cross-
section. Therefore, the only way to measure these particles is by taking advantage
of the negligible transverse momentum of the colliding protons, which means that
the vectorial sum of pr over the products of a given pp interaction should cancel out.
Taking the inverse vectorial sum of the momentum of all measured objects (electrons,
photons, muons, taus, jets and other tracks) gives the remaining transverse energy,

which serves as an indirect measurement of this invisible event component [151].
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Chapter

The ATLAS Forward Proton

Spectrometer

The following chapter presents an overview of the ATLAS Forward Proton (AFP)
spectrometer used to collect the data on forward protons used in the analysis pre-
sented in this thesis. The detector is introduced and its motivations discussed in
Section 4.1 and a technical description of the detector is given in Section 4.2, fol-
lowed by an explanation of the methods for reconstruction of forward protons from
AFP spectrometer measurements in Section 4.3. The alignment of the detector is
covered in Section 4.4 and finally the performance of the detector during Run 2 is

presented in Section 4.5.

4.1 Introduction

The ATLAS Forward Proton (AFP) spectrometer is an ATLAS experiment sub-
detector designed to measure the momentum of protons which are scattered through
tiny angles (O(urad)) after undergoing an interaction in the central ATLAS detector
but remaining intact and continuing down the beamline with a deflected trajectory.

The detector consists of two arms, each positioned around 200 m down the beamline
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from the ATLAS detector, and makes use of Roman Pots (RPs), which are vacuum
sealed devices attached to motors allowing the detector to be inserted to smaller
radii than that of the beampipe in order to approach the LHC beam as closely as
possible. This allows the detector to cover the very forward region around |n|~10
where protons are scattered following diffractive or photon-induced interactions in
the ATLAS detector, in which they lose a small fraction of their energy. The main
objective of the AFP spectrometer is to measure this energy loss, parametrised as &
which is defined as

(4.1)

where £} is the reduced energy of a scattered proton and FE, is the beam proton
energy, which in 2017 was 6.5 TeV. Measuring ¢ allows the proton kinematics to
be partially reconstructed, and adds an additional component of information about
events which can be combined with the central ATLAS detector reconstruction to
perform unique physics analyses. An equivalent detector called the Precision Proton
Spectrometer (PPS) is operated alongside CMS, originally in collaboration with the
TOTal and Elastic Measurement (TOTEM) collaboration, which has since been
fully absorbed into CMS [152].

The AFP spectrometer is designed to measure protons which have interacted within
the ATLAS detector but remained intact, instead of breaking apart, which is possi-
ble if the quantum numbers of the protons are not changed during the interaction,
as discussed in Section 2.3.3. This can occur in a range of soft and hard-diffractive
processes, as well as in photon-induced interactions, due to the absence of colour
exchange. Soft processes are of particular interest since they are relatively poorly
understood from a theoretical standpoint, unlike hard interactions which can be
studied via the application of QCD factorisation [70]. These soft processes must
instead be studied via direct measurements, which can be achieved using the AFP
spectrometer. Good understanding of these processes is necessary for accurate sim-
ulation of the corresponding interactions, which form backgrounds to many analyses
and therefore must be well modelled. In addition, soft processes are responsible for

the “underlying-event”, discussed in Section 2.4, produced by interactions between
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spectator partons in the colliding protons which are not involved in the primary hard
scattering interaction. The AFP spectrometer can also provide data to differentiate
between two possible models for hard diffractive interactions with intact protons:
soft colour interaction and resolved Pomeron exchange [127]; as well as studying
other hard scattering processes such as jet, y+jet and Drell-Yan electroweak boson

production.

As discussed in Section 2.3, it is possible for scattered protons from elastic interac-
tions to undergo further interaction such as gluon exchange, causing them to break
apart. This gives rise to three categories of interaction in the AFP spectrometer:
Elastic-elastic (EE), where both protons remain intact, Single Dissociative (SD) and

Double Dissociative (DD), where one or both protons dissociate.

In AFP analyses which study CEP processes, discussed in Section 2.3.3, a redun-
dancy which exists between measurements of the central system and the proton
energy loss £ can sometimes be exploited to remove background, e.g. for exclusive
dilepton production pp — p¢*¢~p, £ can be additionally calculated from the lepton
properties as

Mgy

& = —=e . (4.2)

Vs
CEP via photon-photon exchanges have so far been the subject of two AFP publi-
cations, one studying dilepton production [85] and the other ALP production [40].
A third analysis studying dilepton production in association with an invisible event

component X is the subject of the analysis presented in this thesis.

4.2 Detector

The AFP spectrometer is comprised of two arms, each placed around 200 m from the
IP at the ATLAS detector. These are referred to as Side A (anticlockwise around
the LHC from the ATLAS detector) and Side C (clockwise). Each arm is made up

of two stations, called NEAR and FAR based on their relative distances from the
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1519 ATLAS detector. A general schematic of the detector layout is shown in Figure 4.1.

The exact location of each station is optimised for maximal £ acceptance within

A-side ATLAS C-side
sector 8-1 Interaction Point 1 sector 1-2
Q6 AFP Q5 Q4 TCL4 Q3 Q1 Q1 Q3 TCL4 Q4 Q5 AFP Q6
[ - Sesmne] ] 1M1
] [ ] ]
ALFATCL6] TCL5 D2 D1 Q2 Q2 D1 D2 TCL5 |TCL6ALFA
FAR station NEAR station NEAR station FAR station
217.909 m 205.824 m 205.217 m 217.302 m
Time-of-Flight Slllcon Tracker SiT SIiT Silicon Tracker Time-of-Flight
ar plane plane plane bar
0 P3 P2 Pl O | (] P2 P1 PO y PO Pl P2 P3|l PO P1 P2P3 0
- EEEE-
5 ==ll Illl g
c NN |~ L ---- o
150 distance g 150 distance
«— ° : ? i&f ‘ :
beam 2 diffractive protons beam 1

Figure 4.1: General scheme of the AFP spectrometer detectors [153].
1520
121 the limits dictated by the available space on the LHC beamline between existing
152 components. The station locations for 2017 data-taking with standard optics are
123 summarised in Table 4.1, along with the £ acceptance of each station, which is
1522 dependent on beam parameters, beam apparatus between the IP and the detectors,
125 station locations and the global alignment of the stations, discussed in detail in

Section 4.4.2. During operation, the FAR stations are inserted closer to the beam

Station ID  Side LHC Sector Proximity z Position [m] ¢ Acceptance

0 A 81 FAR 12179 [0.018, 0.12]
1 A 8-1 NEAR +205.8 0.028, 0.115]
2 C 1-2 NEAR -205.2 [0.026, 0.115]
3 C 1-2 FAR 2173 0.019, 0.12]

Table 4.1: Naming conventions, locations relative to the ATLAS IP and acceptances
of each AFP station during 2017. The acceptance range corresponds to values of &
with at least 80% proton reconstruction efficiency.

1526

152 than the NEAR stations, leading to their increased acceptance.
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Each station contains a Silicon Tracker (SiT) module with 4 silicon planes capable
of measuring proton x position to within less than 20 pum, described in more detail
in Section 4.2.1. Using two stations on each side of the AFP spectrometer allows
for more accurate determination of proton £ and also enables measurement of the
proton scattering angle, from which proton pr and the 4-momentum transfer ¢ can
be determined, as discussed further in Section 4.3. In addition, each FAR station
has a Time-of-Flight (ToF) detector to measure the time taken for protons to travel
from the IP to the detector. This improves background rejection by enabling the
reconstruction of the proton interaction vertex z position at the IP, as discussed

further in Section 4.2.2.

These detectors are mounted in Roman Pot (RP) systems based on the stainless
steel cylindrical pot design used by PPS [152], which can be moved horizontally in
and out of the beampipe, perpendicular to the beam. This allows precise and flexible
control of the distance between the detectors and the beam in order to approach as

closely as possible. A schematic of a FAR station RP is shown in Figure 4.2. The

ToF Detector

Figure 4.2: Diagram of a FAR station Roman Pot (RP) module with SiT and ToF
detectors mounted [153].

pots are connected to the same vacuum chamber used by the LHC via bellows, but
with a secondary vacuum for the interior of the RP in order to minimise the risk

on the integrity of the LHC vacuum and reduce the deformation of the thin bottom
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window of the pots. The RPs are limited in how close to the LHC beam they can
approach to avoid disturbing the beam. During operation the RPs are inserted
such that the SiT edges are within around 12-15¢ from the beam centre (~2 mm).
Outside of stable beams the stations are kept in a “parked” position around 40 mm

from the beam to avoid unnecessary radiation exposure.

As mentioned above, the £ of each station is partly dependent on beam parameters.
These are the crossing angle 0. (-150 urad in 2017 [154]) and §*, which is related
to the extent of beam squeezing at the IP (typically 0.3 m in 2017). Another factor
is the beam apparatus between the IP and the station, with the magnet layout
(beam optics) determining the degree of deflection of scattered protons when they
reach the detector, discussed further in [155], and collimators limiting the maximum
distance of protons from the beam. There are three collimators between the ATLAS
detector and each AFP spectrometer arm: TCL4, 5 and 6 (visible in Figure 4.1)
which are set to distances of +300, £500 and +40c from the beam, respectively, and
will absorb any scattered protons deflected beyond these distances. These values
are optimised to give the AFP spectrometer good acceptance while continuing to
protect machine components from radiation damage. Based on the values given in
Table 4.1 the overall acceptance for the AFP spectrometer in 2017 was taken to
be 0.02 < ¢ < 0.12, but it is recommended to reduce this to 0.035 < & < 0.08
in analyses [156], as the station efficiencies are well understood for double station

reconstruction in this region, as discussed further in Section 4.5.

4.2.1 Silicon Trackers

Each AFP station contains a Silicon Tracker (SiT) module with 4 silicon pixel sensors
to measure the position of scattered protons, as shown in Figure 4.3. The sensors re-
quire both good spatial resolution for precise measurements and very high radiation
hardness to withstand extensive, non-uniform irradiation due to their proximity to
the beam during operation. Figure 4.4 shows a simulation of the radiation received

by a SiT plane during normal operation, with two distinct regions visible. On the



1574

1575

1576

1577

1578

1579

1580

4.2. DETECTOR

76

ToF LQ-bars

Radiators

________

SiT

p3 P2 P1 PO

Figure 4.3: Photo of the SiT and ToF detectors for a single FAR station mounted
on the RP. Adapted from [153].

Figure 4.4: Simulation of radiation fluence through the SiT at 212 m [127].
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tiple orders of magnitude leads to irregular radiation damage and heating during
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operation. To cope with these conditions while maintaining sufficient resolution,
the pixel sensors used by the ATLAS IBL detector [114] (Section 3.2.1) are used.
These sensors differ from standard planar sensors such as those used by the SCT
detector) in that they use 3D pixels with column-like n- and p-type electrodes which
penetrate the substrate as shown in Figure 4.5, leading to reduced drift path within

the sensor. This reduces charge trapping, thus reducing the overall bulk radiation

<+— Bump

oxide [ metal B passivation
p-Si B pipoly-si [l n+poly-Si p* Si

Figure 4.5: Diagram of the 3D silicon pixel design used for the ATLAS IBL and
AFP SiT detectors [127].

damage on the sensor [157]. These semiconductor physics and radiation damage
concepts are covered in detail in Chapter 5. The silicon planes are selected to min-
imise the “dead” edge of the sensor closest to the beam to below 100 pym to allow
measurement sensitivity as close to the beam as possible to maximise the detector
acceptance. Each plane has 336 x 80 pixels in the x—y directions, with individual
pixels measuring 50 x 250 um?, for a total active area per sensor of 16.8 x 20 mm?.
Sensors are oriented in this way such that the more precise short pixel direction is
along the dipole bending axis (z) as the position measurements in this axis are the
most important for determining proton energy loss, since scattered protons are de-
flected in this direction. Vertical (y) proton deflection arises only due to a non-zero
beam crossing angle at the IP and is therefore less important. The sensors are 230
pm thick and each of the four sensors in a station is separated from its neighbours
by 9 mm. The electrodes are connected via bump-bonding to FE-I4 readout chips,

which are wire-bonded to flexible printed circuits in order to read out the signals.
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The per-plane resolution of the sensors is 14 (72) um in the x (y) direction, although
this is improved to 6 ym in the x direction by tilting the sensors 14° about the y axis
in order to maximise charge sharing between adjacent pixels in the x axis, which

allows hits to be measured by multiple pixels, giving a higher resolution.

4.2.2 Time-of-Flight

Each FAR station also houses a ToF detector, shown alongside the SiT in Figure 4.3,
designed to measure the time taken for protons to travel from their interaction vertex
at the IP to the AFP station. This measurement allows the z position of the proton
interaction vertex to be determined in double-tag events (where both protons are
measured) as

cAt  c(tc —ta)

= - 4-3
== —4, (43)

where t4 and to are the proton arrival times measured on Sides A and C of the
AFP spectrometer respectively. This principle is demonstrated in Figure 4.6a. Re-

tl tz X | proton

taper,iia

Time —

mirror, &

. 48
A taper radiator
\ At
V
Clock
window { crggﬁg
~25ns J— H
T ToF ToF Distance a
taper D
. lightguid
5 CAs k ightguide
2 L
(a) (b)

Figure 4.6: (a) Demonstration of the proton vertex z position reconstruction using
ToF measurements on both sides of the AFP spectrometer and (b) diagram of a
single LQ-bar used in ToF [153].

construction of the proton vertex allows backgrounds to CD signal processes arising

due to pile-up to be rejected with a high efficiency, since protons not originating
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in a signal interaction will not match with the reconstructed primary vertex of
the centrally produced particles. This is particularly important in high-luminosity
running, where this combinatorial background due to pile-up becomes significant.
For operation during high-luminosity runs during Run 3 and especially following
the HL-LHC upgrade, the detector requires extremely precise timing resolution of
O(10 ps) or better, with a spatial acceptance at least covering that of the SiT detec-
tors. Additionally, the detector requires high detection efficiency, segmentation in
the x direction for multi-proton timing, high rate capability O(5 MHz) per segment
and high radiation hardness. This is achieved using a Cherenkov detector based on
L-shaped light-guiding quartz bars (LQ bars) positioned behind the SiT planes on
the outer side of each FAR station, which emit Cherenkov photons at a characteris-
tic angle when a scattered proton with an energy close to that of the beam passes
through them [158]. Each LQ-bar is formed of two quartz arms glued together at
90°, with mirror tape attached at the boundary to guide photons, as shown in Fig-
ure 4.6b. The L-shape is chosen for optimal light collection efficiency within the
space constraints determined by the RP size. Four L-shaped Quartz (LQ)-bars are
placed in sequence parallel to the beam to form a “train”, with each station con-
taining four trains which are oriented to the Cherenkov angle with respect to the
proton flight direction, as shown in Figure 4.3. The bar geometry is deigned such
that the optical paths of all bars in a given train are equal, to ensure that the sig-
nals from a single proton arrive simultaneously at the end of the light-guide. The
light-guides are connected to a multi-anode Microchannnel Plate Photomultiplier
Tube (MCP-PMT) with 16 channels, which converts the photons to an electrical
signal which can be read out. In addition, a reference timing system is used to
allow correlation of measurements between the stations on either side of the AFP

spectrometer.
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4.2.3 Trigger

Several of the physics processes which the AFP spectrometer aims to measure do
not leave any significant signature in the central ATLAS detector, and therefore are
either not triggered on or heavily prescaled. Therefore, a dedicated AFP L1 trigger
is required to record these processes. This can be achieved using both the FAr
station SiT and ToF detectors, which can be set up to pass their signals to an RF
switch, which selects between the two signals and passes one on to CTP. However,
in practice, typically only SiT is used, due to performance problems encountered
with ToF, as discussed in Section 4.5. The AFP L1 trigger must have extremely
low latency due to the delay in signal propagation between the ATLAS detector
and AFP spectrometer of O(1) us, which takes up a significant portion of the total
ATLAS L1 trigger latency of around 2.5 pus.

4.3 Forward Proton Reconstruction

Forward proton tracks are reconstructed using hits measured by the AFP SiT de-
tectors using a similar process to that used by the ID to reconstruct tracks in the
ATLAS experiment, described in Section 3.3.1. A hit is registered if a pixel mea-
sures a signal above a threshold of around 2000 electrons. Pixel hits within the
same plane are then recursively combined with their immediate neighbours in the
x direction, since the pixel dimensions and plane rotation makes charge sharing in
this direction very likely, as mentioned in Section 4.2.1, and each group of hits forms
a cluster. The coordinates of each cluster are taken as the charge-weighted average
of the pixel centres corresponding to all hits forming the cluster. At this stage, an
inter-plane alignment correction is applied to the positions of each cluster in each
plane of a given SiT station, to account for any misalignment between the four
planes in that station, which is discussed in detail in Section 4.4.1. Next, tracks are
reconstructed from sets of at least two clusters with separations in the z—y plane

below 0.5 mm. A linear regression is performed on the cluster positions to deter-
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mine the track parameters and y? is calculated accounting for the pixel resolution
to determine the goodness-of-fit. Finally, a global alignment correction is applied
to the reconstructed track coordinates to account for any misalignment between the
four AFP stations and the ATLAS detector, as discussed further in Section 4.4.2.
There are three available working points for quality requirements on reconstructed

proton tracks:

e Loose - 2 clusters per track

e Medium - Loose + hits on 2 different planes per track

e Tight - Medium + no more than 1 cluster hit per plane

The analysis presented in this thesis uses the default Medium working point.

Once tracks are reconstructed in each station, proton objects can be reconstructed.
By default this is done using double-station reconstruction, where a track in both
the NEAR and FAR stations on a given side are required with a maximum separation

of r < 2 mm, which is given as

r= \/(QSFAR - $NEAR)2 + (Yrar — yNEAR)27 (4.4)

where Tnpar/Far and Ynpar/Far are the track x and y coordinates measured in each
station. If a pair of tracks fails this selection, single-station reconstruction is also pos-
sible using only the FAR station track. The proton properties can be reconstructed
by converting the spatial track coordinates (x,y, z) into proton 4-momentum (F, p,,
Py, PZ), which is simplified by assuming ultra-relativistic protons with £/m > 1 and
small-angle scattering such that pr/p, < 1. This leads to proton E~p,, reducing the
number of components to 3: (E, p,,p,) or equivalently (E, pr, ¢). Figure 4.7a shows
an example of the dispersion of proton x and y positions in an AFP SiT detector for
different values of proton energy loss £ and pr, with larger £ values giving increased
deflection from the beam and so larger x and y displacements, while for fixed & non-

zero proton pr causes a larger spread of hits in the x—y plane. Figure 4.7b shows that
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Figure 4.7: Simulated dispersion of proton x and y positions in the AFP SiT planes
for particular values of proton £ and pr (a) for a particular station and (b) compared
between the NEAR and FAR stations on a given side, for equally spaced values of
azimuthal scattering angle [156].

there can be a significant difference in measurements between the two stations on a
given AFP side for protons with the same parameters. Since the deflection in y is
strongly sensitive to the LHC beam crossing angle, which frequently changes, only x
is considered for proton reconstruction. The conversion from spatial coordinates to
proton properties is done using an inverse conversion, found by simulating the trans-
port of various protons with different properties through the LHC optics between the
ATLAS detector and the AFP stations. The simulated x to £ correspondence can
then be fitted to yield a parametrised transport function relating the track position
in an AFP station to the energy loss £ of the proton z = T (£) [159, 160]. Differ-
ent complexities of parametrisation can be used for this function depending on the
precision required. For example, the AFP analysis measuring dilepton production
via photon exchange uses z (§) = —119€ — 164£? [85], while the analysis presented
in this thesis uses a more sophisticated fit of x (§) = —119¢ — 139¢% — 195¢3 for Side
A and x (§) = —120€ — 138£2 — 204&3 for Side C. For single-station reconstruction,
only & can be reconstructed in this way, with pr forcibly assumed to be zero. How-
ever, if a proton has tracks in both the NEAR and FAR stations then the two sets
of spatial measurements, separated by 12 m in z, can be combined to determine
the slope in x of the proton trajectory with respect to the beamline, referred to as

Az. A unique mapping then exists between this and the z measurement in either
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station (z, Az) and the proton properties (£, p,), as illustrated in Figure 4.8. This

T T T T T T T T
constant § ! ATLAS Simulation Preliminary
constant py

XFAR - XNEAR [Mm]

-14 12 -10 -8 -6 -4 -2 0 2
x position in AFP NEAR [mm]

Figure 4.8: Simulated difference Ax between proton z positions measured in the
NEAR and FAR stations on AFP Side A and the z coordinate measured in the
NEAR station, as a function of proton £ and p,, demonstrating the unique mapping
existing between these properties [156].

can be parametrised in a similar way to that shown above, in order to convert the
pair of x coordinate measurements into ¢ and pr measurements for a given proton,
where p,, is assumed to be zero due to the lack of measurement precision in this axis
[156]. This in turn can be used to determine other proton properties such as the

4-momentum transfer ¢ as

P (4.5)

The overall ¢ and pr acceptance of the AFP spectrometer is shown in Figure 4.9.
Several uncertainties affect the reconstructed proton £ values, such as alignment and
the variation of the beam crossing angle by up to 50 urad during a run. The total
uncertainty in £ varies from around 16% at low &, dominated by global alignment,

to 10% at high &, dominated by beam optics uncertainties.
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Figure 4.9: ¢ and pr acceptance of the AFP spectrometer in standard running
conditions [160].

4.4 Alignment

Obtaining an accurate measurement of proton £ depends heavily on the alignment

of the AFP spectrometer, with two categories considered:

e Local Alignment - alignment of the 4 sensor planes within a given SiT station

e Global Alignment - alignment of the 4 AFP stations with the central ATLAS

detector

The following sections describe the procedures used to achieve accurate alignment

in each of these categories.

4.4.1 Local Alignment

Firstly, the position and orientation of each SiT plane within each station must be

precisely measured, so that successive hits from a single proton in each plane can be
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correctly lined up to accurately reconstruct the track, also referred to as inter-plane
alignment. Each plane has 6 degrees of freedom: positions (z,y, z) and rotations
(7, B, ) about the z, y and z axes respectively. The coordinate system is illustrated

in Figure 4.10. However, the current alignment procedure only accounts explicitly
y
A

'ap Y SiT Planes

[ Forward Proton Direction>

Figure 4.10: Local coordinate system used for the AFP SiT planes, where the origin
is defined as the corner of the first SiT plane in a station. Adapted from [3].

for x and y translation and z rotation. The remaining degrees of freedom do not
have significant effects, with translation in z only affecting the separation of each
plane parallel to the beamline, which has a negligible effect on track reconstruction,
and rotations abut the z and y axes having much smaller effects on reconstruction
than the z rotation «, which is more likely to cause charge sharing between adjacent

pixels and so has a larger impact.

Local alignment is performed using an iterative procedure, which begins with re-
construction of tracks using the method described in Section 4.3 while assuming
perfect inter-plane alignment. To simplify the reconstruction it is also assumed that
all tracks are parallel to the beamline (having zero slope) and the x and y track co-
ordinates are calculated from the average corresponding coordinates of each cluster
forming the track. This simplification has a negligible effect on reconstruction since

forward protons originating from the IP have very small polar angles, since the dif-
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ferential cross-section decreases exponentially with increasing squared 4-momentum
transfer |t|. This also helps to remove shower tracks, which have larger polar an-
gles due to their production occurring closer to the AFP spectrometer, which helps
the track reconstruction algorithm to converge. Once preliminary tracks are recon-
structed, the residuals are calculated between the cluster centres (defined by the hit
positions) and the corresponding best-fit track coordinates in each plane. A fit is
then performed to determine the alignment parameters which minimise the mean
value of the current set of residuals, the method for which is described in detail in

[3], and the alignment is updated to reflect this.

This procedure is then repeated for 10 iterations, after which a cut of x?/dof < 2
is made on each track, calculated between the hit and fitted track positions, to
remove outlier tracks originating in background or shower processes and to remove
anomalous clusters arising due to noisy pixels. The procedure is then repeated for
another 10 iterations, after which all parameters are typically changing by negligible
quantities in successive iterations, as demonstrated in Figure 4.11 which shows an

example of the full procedure for a single parameter. The alignment parameters for

150
—— = 137.91+0.95 (stat.)
—— plane-0
/ — plane-1
plane-2
1001 | plane-3
|
|
\“
—~ 504 ‘,‘
E ..
L |ATLAS Preliminary
z ‘\‘ A-NEAR,
0 ¥s=13 TeV, Run 331479
~50 - |51.25+0.78 (stat)
-79.20+0.76 (stat.)

01234567 8 91011121314151617181920 final

Iteration number value
Figure 4.11: Evolution of the alignment parameter corresponding to translation in
the y axis over 20 iterations of the inter-plane alignment procedure, with final values

for each plane in um. Each offset is calculated with respect to plane 0 to remove
dependence on the global alignment [156].
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a given station are determined with respect to plane-0 of that station in order to

remove dependence on the global alignment between different stations at this stage.

The inter-plane alignment was repeated at several points during 2017 and the cor-
rections were found to be stable to within O(1 um) [3]. The systematic uncertainties
on the alignment parameters are determined from the Root Mean Square (RMS)
widths of the distributions of the corresponding residuals across a run once the
alignment procedure has converged. These are typically of O(10 um), which is small

compared to the global alignment uncertainty discussed in the next section.

4.4.2 Global Alignment

Next, each AFP station must be aligned overall with the ATLAS detector. In this
case, only translation in the x axis is considered, since x is strongly correlated with
¢ and this therefore has the largest impact on kinematic reconstruction, with the
remaining degrees of freedom left as sources of systematic uncertainty. For each
station a single constant is determined defining the offset in x to be applied to all

track coordinates in a given station, which depends both on station s and time ¢,

defined as:
T (8,1) = Tpre-align + Tiracker + Theam (8) + TrP (8, 1) + 0Zeorr (8) - (4.6)
This correction is formed of several components:
® Tprealign: the raw track position following the inter-plane alignment corrections

discussed in the previous section.

® Tiacker: the position of the SiT module, estimated from the edge of the active
region of the sensor planes to the outer side of the RP floor. This is taken to

have a fixed value of -0.5 mm for all stations.

® Tpeam ($): the nominal beam position, measured for each station before long

data-taking periods during dedicated Beam-Based Alignment (BBA) runs. In
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these runs, a low intensity beam is produced by the LHC and then each RP is
gradually moved closer towards the beam until the nearest Beam Loss Moni-
tor (BLM) detects a sharp rate change, at which point the beam is assumed to
have been touched [161]. These values are typically of O(1 mm) and are con-
tinuously monitored throughout the year by Beam Position Monitors (BPMs)
[162], remaining stable to within less than 100 pm.

zrp (8,t): the RP position, corresponding to the distance from the beam to
which the RPs are inserted. These are set to fixed values for long periods of
time, accounting for both the beam width ¢ and a safety margin to protect
the beam integrity. Table 4.2 shows the values used throughout 2017, which
were changed at two points: once due to an agreed 0.5 mm decrease in safety
margins following a period of successful running, and a second time due to

a change in beam parameters from * = 0.4 m to f* = 0.3 m. Any addi-

Insertion setting 120 +0.8 mm 120 4+ 0.3 mm 11.50 + 0.3 mm

Station Roman Pot position zgp [mm]
0 (AFAR) 73.16 22,65 238
| (ANEAR) 407 -3.57 -3.60
2 (CNEAR) -4.26 -3.76 -3.87
3 (CFAR) 12.96 243 2.3

Table 4.2: The RP position parameters xgp (s, t) used at different points throughout
2017 data-taking. The RMS beam width ¢ is around 200 (100) pm at the position
of the NEAR (FAR) station [156].

tional run-dependence due to small changes in beam conditions are currently

considered to be negligible [156].

0Zeorr (8): in-situ corrections to account for any remaining misalignment still
present. This is obtained by analysing a highly pure sample of exclusive
dimuon events and comparing the z value z,,, which corresponds to the value
of &, calculated from the central muons using Equation 4.2, to the z coor-
dinate of the corresponding proton track measured in the AFP spectrometer.
This is demonstrated for a single station in Figure 4.12. The value of the in-situ

correction is found to be between -0.22 mm and -0.43 mm for all stations.
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Figure 4.12: Example of the method for determining the in-situ correction for global
alignment, showing the xapp — x,, distribution in the AFAR station for exclusive
dimuon events (a) before and (b) after applying the correction. The raw signal dis-
tribution (left) is fitted to a Gaussian and the fitted mean is taken as the correction
[156].

A final “fine-tuning” step is applied following all the above corrections, to explicitly
require that the proton p, distribution is centred on zero in both FAR stations. A
conservative systematic uncertainty of 300 um is taken from the RMS widths of the
Gaussian fits in in-situ analysis after applying the correction (e.g. Figure 4.12b).
This conservative estimate also covers any neglected time dependence in parameters
such as the RP position zgp (s,t). The global alignment procedure was repeated to
test the effect of several variations to the in-situ analysis, such as sub-divisions of
the sample or changes to cuts, with all variations having effects on the alignment
below 100 pym. The global alignment of all stations is found to be stable within 200
pm, which is at the level of the statistical uncertainties in the dataset used for the

alignment procedure, when broken down into the sub-divisions.

4.5 Performance

The AFP spectrometer was inserted into the beam in 213 runs between June and
November 2017, recording 32.0 fb~! of data out of the 46.9 fb~! recorded by the
ATLAS detector, as shown in Figure 4.13. Requiring only data which satisfy the
central ATLAS Good Run List (GRL) reduces the dataset to 26 fb~'. The GRL
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Figure 4.13: Luminosity recorded over time by the ATLAS detector and AFP spec-
trometer in 2017 [163].

selects the times within each run where the detector is taking high quality data, and
is imposed at the level of luminosity blocks, which are ~1 minute subdivisions of
LHC runs with fixed trigger and data acquisition conditions and roughly constant
instantaneous luminosity [164]. A dedicated AFP GRL is also applied, with the

following requirements:

e All stations are inserted to their nominal data-taking positions
e At least two SiT planes in each station have high voltage on

e Data Acquisition (DAQ) system is fully functional [165]

This is defined as the “Loose” AFP GRL, and reduces the dataset to 19.2 fb~!.
Following further analysis, several runs were identified with significant drops in
proton track reconstruction efficiency, caused by stations with fewer than 3 active
SiT planes. The stricter “Nominal” AFP GRL removes these runs, reducing the
available luminosity to the final value of 14.7 fb~!, which is the size of the dataset

used for the analysis presented in this thesis.

In order to evaluate the proton reconstruction efficiency, or the probability that a
genuine proton scattered from an interaction at the ATLAS detector IP and within

the AFP spectrometer acceptance is recorded, two different methods can be used.
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The first is “tag-and-probe”, where tracks are identified or “tagged” first in a single
station, and then the corresponding track is checked or “probed” for in the other
station, with the limit of 7 < 2 mm as defined in Section 4.3. The fraction of events
where the probe identifies a valid track in the other station is taken as the efficiency.
Efficiencies calculated from this method for individual runs throughout 2017 data-
taking are shown in Figure 4.14, with on average around 99% efficiency for the NEAR
stations and around 96% for the FAR stations. The reduced FAR station uncertainty
arises from protons breaking apart after passing through the NEAR station, creating

a shower of particles which do not leave a matching track in the FAR station. Another

- _
= 1.00 T —— AFAR (tagin ANEAR) —— A NEAR (tagin AFAR) —— C NEAR (tagin C FAR) —— C FAR (tagin C NEAR)
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S 0.98 t,:* + t
— [ + —H
o C + + -+ - gy e
0961 P T ety e PR
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Figure 4.14: Proton reconstruction efficiencies for each AFP station determined from
the “tag-and-probe” study, throughout 2017 data-taking as a function of ATLAS
run number. The uncertainties shown are statistical [156].

method is to use the same principle but at the level of individual planes within a
single station, where for a given plane the tag is formed of compatible hits in the
other three planes and the probe is a search for a compatible hit in the plane being
measured. This method yields per plane efficiencies consistently above 90% for all
planes with high voltage on, giving overall station efficiencies of 99.9% for NEAR
stations and 99.7% for FAR stations when a minimum of 2 plane coincidences are
required. These efficiencies are higher than those calculated using tag-and-probe
between stations, because this method neglects proton showering in between the two
stations on each side which occurs due to interaction with the planes or pot windows,
leading to no matching track being measured in the FAR station. Combining the

station efficiencies gives an overall proton reconstruction efficiency of 0.92 4 0.02,
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where the uncertainty arises due to the £ dependence of the efficiency.

The £ resolution of the AFP spectrometer has been evaluated in exclusive dilepton
analysis, by comparing the measurements from the AFP spectrometer ({app) with
those made using the central ATLAS dilepton measurements with Equation 4.2
(&00) [85]. Figure 4.15 shows the measured difference, with Gaussian fits yielding a

resolution of around 10% at the mean measured £ value of ~0.024 [156].

ATLAS

40 t Data 2017
35F Vs=13TeV, 14.6 fo A\ Uncertainty
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Figure 4.15: Distributions of the difference between £ measurements from protons
in the AFP spectrometer and from the dilepton system in the ATLAS detector in
exclusive dilepton production events in the muon channel [156].

The timing resolution of the ToF detectors was measured to be 21 4+ 3 ps for Side
A and 28 + 4 ps on Side C, corresponding to a combined reconstructed z vertex
resolution of 5.3 + 0.6 mm. This is in good agreement with the measured resolu-
tion obtained when comparing the vertex position reconstructed by ToF zr.r to the
primary vertex position measured in the ATLAS detector zatras, as shown in Fig-
ure 4.16, giving 0 = 6.0 & 2.0 mm. This is at a sufficient level of precision to make
a significant contribution to double-tag analyses, such as the one presented in this
thesis. However, the measurement efficiency was measured to be extremely low in
all ToF trains throughout 2017 data-taking. Figure 4.17 shows the efficiencies deter-
mined from AFP calibration stream data in a single run, with Side A not exceeding
20% efficiency and Side C even lower at below 10%. This efficiency falls well below
the detector specifications [167], and degraded further throughout the year due to

ageing down to sub-percent levels. This poor performance is attributed to exceeding
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Figure 4.16: The zatras—2Tor distribution in double-tagged events measured in the
ATLAS detector in Run 341419. The excess of signal (purple) over the background
(yellow) is due to double-tagged events with both protons originating in the same
signal process [166].
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Figure 4.17: ToF train efficiencies determined using AFP calibration stream data in
ATLAS Run 331020 in the (a) AFAR and (b) CFAR stations, in events with exactly
one reconstructed SiT track [166].

the lifetimes of the MCP-PMTSs used in ToF [166], and renders ToF data unsuitable
for use in high pile-up runs. Therefore, ToF information is not considered in the
analysis presented in this thesis. A new design is now in use in Run 3 to prevent
these issues [168] and a significant amount of usable ToF data have now been taken,

although still at a lower efficiency than for the AFP SiTs.
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The AFP spectrometer was also operational during 2018 data-taking. However,
a timing issue occurred causing a decorrelation between the data from the AFP
spectrometer and the central ATLAS detector, unfortunately preventing the use of
these data in any physics analyses. As a result, the analysis presented in this thesis

uses only 2017 data.
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Chapter

Quality Assurance for the ATLAS
Inner Tracker Upgrade

This chapter presents a summary of the work performed during the first year of
the author’s PhD on the Quality Assurance (QA) program for the upcoming Inner
Tracker (ITk) upgrade to the ATLAS Inner Detector (ID). The theory of semi-
conductor physics behind the silicon sensors used by the current and future ID is
covered in Section 5.1 and an overview of the I'Tk upgrade is given in Section 5.2.
Finally, a summary of the measurements performed by the author towards the 1Tk

QA program is presented in Section 5.3.

5.1 Semiconductor Physics

In its pure form, silicon has the properties of a semiconductor, which means that its
conductivity falls between that of a conductor (such as a metal) and an insulator
(such as ceramic). Another property of semiconductors is the “band-gap” within the
structure of the energy bands which can be occupied by valence electrons. Electrons
are forbidden from occupying this region, instead being confined to the low-energy

valence band below the gap, and the high-energy conduction band above it. At low
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temperatures, all electrons are confined to the valence band, so there are no free
charge carriers and the semiconductor has low conductivity. However, at higher
temperatures electrons can become excited and rise to the conduction band, which
leaves behind a positively-charged “hole” in the valence band. Both the energised
electron and the corresponding hole are then free to diffuse around the lattice, con-
tributing to the concentration n; of free charge carriers (where i corresponds to
electrons or holes) and thus the conductivity of the semiconductor. Through this
process, the conductivity of semiconductors such as silicon becomes strongly tem-

perature dependent. However, this can be improved via a process called “doping”.

Silicon atoms are tetravalent, having four valence electrons in their outer shells, so
they each form four covalent bonds. Therefore, solid silicon has an extremely stable
lattice structure, similar to diamond, with all valence electrons confined to these
bonds. Doping is the introduction of other atoms with different numbers of valence
electrons into the silicon lattice, referred to as “impurities”. Trivalent atoms, such
as boron, only form three covalent bonds, and therefore leave a hole in the lattice
where a bond is missing, creating “p-type” silicon with holes as the “majority charge
carrier”. Pentavalent atoms, such as phosphorous, form five covalent bonds and
therefore contribute an extra free electron to the lattice after forming four covalent
bonds, creating “n-type” silicon with electrons as the majority charge carrier. These
impurities create extra levels within the band gap, decreasing the energy which is

required for charge carriers to move to an excited state.

When p-type and n-type silicon are joined together, they form a p—n junction, in
which the mobile electrons and holes can diffuse across the junction and recombine.
This creates two regions of fixed charge either side of the junction, positive on the
n-type side and negative on the p-type side, in turn creating a Space Charge Region
(SCR) at the junction with an effective space charge density of Neg = Np — Na,
where Np and N4 are the concentration of acceptors (holes on the p-type side) and
donors (electrons on the n-type side), respectively. Due to the transition across the
junction between the differing potentials V;, and V,, created on the n and p-type sides,

an electric field is generated across the SCR, which acts in the opposite direction to
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the diffusion current of charges across the junction. Once enough recombination has
occurred and the SCR is large enough, the current due to the resulting electric field
perfectly balances the diffusion of charge carriers across the junction, creating an
equilibrium state where the net rate of diffusion and recombination falls to zero and
on either side of the junction there is a stable region of fixed charge carriers referred
to as the “depletion region” with width W,. This process is outlined in Figure 5.1.

The depletion region has a “built-in” voltage V, which maintains the equilibrium

space
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region
neutral region neutral region
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Figure 5.1: Diagram showing the charge carrier concentration across a p—n junction,
and the resulting electric field and built-in voltage [169].

across the junction, corresponding to the difference between the constant potentials
on the n and p-type sides. This is also related to the doping concentrations N, and

Np as

NaN
%:VTIH( I:LQD)a

%

(5.1)

with the thermal voltage Vi = %, where kg is the Boltzmann constant, 7" is the

absolute temperature of the p—n junction and ¢ is the charge of an electron [170].
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The p—n junction can be treated as a diode. When an external bias voltage Vijas
is applied across the junction in the forward direction (high voltage on the p-side)
this opposes the built-in electric field across the junction, which reduces the width
of the depletion region that can be held at equilibrium. This also increases the flow
of majority charge carriers across the junction, creating a current I defined by the

Shockley diode equation as

Vbias
I=1 (e Vr - 1) : (5.2)

where [ is the reverse leakage current of the p—n junction [171]. This forward
current will increase exponentially with Vs > V. Conversely, if a reverse bias
in the opposite direction is applied, it instead strengthens the built-in electric field,
allowing for further recombination and increasing the width of the depletion region.
This produces a large potential barrier, preventing the flow of current across the
junction. Equation 5.2 shows that for negative Vi > Vi the exponential term
will tend to zero, leaving the reverse leakage current I = —I;. This current arises
from the random excitation of electrons by thermal energy, which results in a small
concentration of free charge carriers able to diffuse across the junction. Therefore,

the leakage current is strongly temperature dependent, characterised as
_ lgeﬂ
Io(T) o< T?e” 25T (5.3)

where Feg = 1.21 eV [172]. At low temperatures the leakage current is typically very
small, however very high reverse bias voltage can create a strong enough electric
field across the junction to accelerate thermally exited electrons to a sufficiently
high energy to cause further ionisation within the lattice. If the energy is high
enough, electrons freed by this ionisation will cause further ionisation, creating an
avalanching process known as “breakdown” which leads to extremely high current

across the junction. These diode I-V properties are illustrated in Figure 5.2.

When an energetic charged particle passes through the depletion region of a re-

verse biased p—n junction it will cause ionisation, creating electron/hole pairs which
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Figure 5.2: The I-V behaviour of a diode for a large range of forward and reverse
bias voltages. Adapted from [173].

s then drift along the electric field created by the applied bias voltage. If conductive
e electrodes (e.g. aluminium) are placed nearby, the movement of these charges will
w0 induce a current in the electrodes. This is the principle behind the silicon charged
g1 particle sensors used in the ATLAS detector, AFP spectrometer and other particle
w2 physics experiments. Example diagrams of particle sensors using this principle are

shown in Figure 5.3. Particles will only cause the ionisation required for detection

Vbias <0 Vpias< 0

(a) DC Coupled (b) AC Coupled

Figure 5.3: A basic silicon strip sensor using a reverse biased p—n junction with (a)
DC and (b) AC coupling. Based on [174].

1983

wss if they pass through the depletion region of the silicon, and the resulting charge is

wss proportional to the width of the depletion region. Therefore, the sensor efficiency
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is directly related to the depletion width Wy, which is itself directly proportional to

the bias voltage according to

2851 (NA + ND)
e i ‘41
LLd \/ qNAND (LO“‘ iblas)> (5 )

where eg; is the absolute permittivity of silicon [175]. The depletion width is max-
imised at Full Depletion (FD), when the depletion region covers the entire volume of
silicon, giving the maximum possible charge per hit, which occurs at the depletion
voltage Viias = Vep. Particle detectors in experiments such as the ATLAS experi-
ment need high granularity to measure the exact position of each particle hit, which
requires segmentation of the sensors, as shown in Figure 5.3. This is achieved by
making the majority of the volume of a sensor from a single type of silicon, p-type
in the diagram, referred to as the “bulk”, and then forming the junction by adding
a smaller quantity of the other type of silicon on top, n-type here, referred to as
the “implant”. These small implants can then be precisely segmented into pixels
(of roughly square dimension, giving precision 2D position measurements) or strips
(much longer in one axis, giving precise measurements in only one-dimension). In
order to compensate for the reduced thickness of the implant layer of silicon and
maintain the same depletion width for the same bias voltage, the implant layer’s
doping concentration must be increased relative to the bulk in order to satisfy the
relation

Npxn, = Nawxy, (5.5)

arising from the requirement for zero overall charge in the depletion region, where
x, and x, are the widths of the depletion region on the n and p-type sides of the p—n
junction respectively. This more highly doped silicon is referred to as e.g. n™-type.
Additional layers of highly doped silicon with the same type as the bulk (p™-type in
Figure 5.3) can be deposited between adjacent segments, in order to stop electrons
flowing between them and avoid charge sharing, which can diminish signal strength.
This is referred to as a p-stop or p-spray. The implants are then connected to

the electrodes via a capacitor which allows for a current to be induced by incident
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particles.

Figure 5.3 shows two different methods for connecting the implants and electrodes.
Figure 5.3a shows a Direct Current (DC) coupled sensor, where the electrodes are
directly connected to the implants and a dedicated coupling capacitor is placed
further up the circuit. Figure 5.3b shows an Alternating Current (AC) coupled
sensor, which has an insulating layer of oxide (e.g. SiOs) between the implants and
electrodes, forming a built-in capacitor with the oxide acting as the dielectric. An
additional layer of metal is attached on the opposite side of the bulk to allow for
biasing, known as the backplane, which is typically connected via a highly doped

layer of the same type of silicon as the bulk to ensure good ohmic contact.

5.1.1 Radiation Damage

When exposed to high levels of radiation such as those present in the LHC ex-
periments and particularly in the future HL-LHC, silicon particle sensors become
damaged in two main ways. The first is bulk damage, caused by the displacement
of atoms from the lattice by energetic particles, and the second is surface damage,
caused by ionisation in the oxide layers of a sensor, forming defects at the inter-
face between the oxide and the implants. These forms of damage both decrease
the effectiveness of sensors in some way, and experiment design therefore seeks to
mitigate these effects however possible. This damage can be reversed to an extent
by a process of heating the sensor referred to as annealing, which produces several

temperature dependent effects which can remedy the effects of radiation damage.
Bulk Damage

Energetic particles which are incident on the sensor can collide with atoms in the
silicon lattice, causing Non-lonising Energy Loss (NIEL) and eventually leading to
the displacement of atoms from the lattice. This leaves a range of defects in the
lattice, as shown in Figure 5.4a, such as vacancies, where atoms are missing from

lattice sites, and interstitials, where atoms are free to diffuse through the lattice.
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These defects also create new energy levels in the silicon band gap, changing its

Interstitial

o o o O .’/ o f -
‘ Vacancy ‘ ‘ ‘ . Donor (+) /
6 0 0 g T\

e &6 06 &6 0 o
(a) (b)

Figure 5.4: (a) Defects which form in the silicon lattice due to bulk damage. [Based
on Figure 2.1 from [176]] and (b) the effects due to the resulting new energy levels
in the silicon band gap [176, 177].

properties via three main macroscopic effects, illustrated in Figure 5.4b.

e Creation of extra holes and the removal of free electrons: creates negative space
charge, making silicon more p-type. This increases Vgp, decreasing sensor
efficiency at a given voltage. This can also result in type inversion in high-
resistivity n-type silicon if the threshold of Np > N4 is crossed, such that the

silicon inverts from n-type to become p-type.

e Formation of defect energy levels near the middle of the band gap, referred
to as “generation centres”, which emit extra electron/hole pairs. This creates
additional leakage current, increasing the noise and power consumption of

SEensors.

e Creation of energy levels near the valence and conduction bands which “trap”
charge carriers over significant timescales, preventing them from diffusing and
contributing to the signal for a particle “hit”. This weakens the signal pro-
duced from a hit by a particle of a given energy and is the dominant damaging

effect in highly irradiated sensors [176, 177].

The amount of NIEL caused by a given radiation source is dependent on both the

type and energy of the irradiating particles. However, comparisons can be made
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between the damage caused by different radiation sources via the NIEL hypothesis,
which states that the effects from radiation damage scale linearly with NIEL inde-
pendently of their spatial and energetic distribution, depending only on the initial
number of primary defects in the lattice. Therefore, the damage caused by different
radiation sources can be scaled via their NIEL (number of lattice displacements) to
a common factor. This is chosen as the damage caused by the equivalent fluence of
1 MeV neutrons, such that radiation quantities are given in terms of their “1 MeV

neutron-equivalent fluence” in units of ne,em=2 [172].
Surface Damage

Radiation can cause ionisation of atoms in the layer of oxide deposited on top of the
bulk of sensors, creating additional electron/hole pairs which are quickly separated
by the high electric field that exists in the oxide. Shallow energy levels in the oxide
result in a large hole capture cross section, 10° times higher than for electrons, such
that while the produced electrons quickly drift out of the oxide, the holes instead
drift slowly towards the interface between the oxide and the bulk, where they become
trapped by defects in the oxide. This creates fixed positive charge at the bulk-oxide
interface, which can attract electrons from doped silicon causing a current to flow
between adjacent segmented implants along the interface. This decreases the re-
sistance between adjacent segments, increasing noise and cross-talk which reduce
the performance of the detector. In addition, the resulting charge sharing decreases
the sensitivity of sensors by splitting small signals between multiple segments, caus-
ing them to fall below the detection threshold. This effect is particularly relevant
for AC coupled sensors where the bulk-oxide interface separates the implants from
the electrode, so signals are more likely to be lost due to trapping at the interface

(176, 177].
Annealing

Annealing is the process of heating a radiation-damaged silicon sensor in order to

repair some of the damage through several mechanisms. It can mitigate the effects
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of bulk damage by causing an increase in donor-like defects which can recombine
with free acceptor states, reducing the negative charge and full depletion voltage. It
is also shown to continuously decrease leakage current and decreases the trapping
rate for electrons. However, it has the opposite effect on holes, increasing their
trapping rate. Furthermore, long-term annealing can activate additional acceptor-
like states which counteract the beneficial effects of annealing and eventually result
in an overall worsening in performance, referred to as reverse annealing. Annealing
can also energise electrons to drift towards the bulk-oxide interface and recombine
with trapped holes, reducing surface damage, although this is a very slow process

requiring extensive annealing to see positive effects.

5.2 Inner Tracker Upgrade

As discussed in Section 3.1.1, the LHC is being upgraded for Run 4 onwards to
the HL-LHC, with a planned increase in instantaneous luminosity by around a
factor of 3 to allow for faster data collection. This corresponds to an increase
in interactions per bunch-crossing p from around 60-70 in Run 3 to ~200. The
current ATLAS Inner Detector (ID) system is composed of the silicon-based Pixel
and SCT detectors, using pixel and strip sensors respectively, and the gas-straw
TRT detector discussed in Section 3.2.1. This system does not have the required
precision or granularity to resolve tracks at the very high density resulting from
this level of pile-up. In addition, the increased particle flux will result in higher
radiation exposure for the detector, resulting in damage which the current system
cannot withstand while maintaining sufficient performance across the planned 10
years of HL-LHC operation. Therefore, an upgrade to the entire ID is planned,
called the Inner Tracker (ITk), which replaces all current systems with a new all-
silicon design. The ITk detector, shown in Figure 5.5, is separated into two main
components, the inner silicon pixel detector and outer silicon strip detector. The
basic existing structure of the ID is maintained, with a layered barrel parallel to

the beamline covering the central region and layers of disks forming perpendicular
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Endcap
e

Silicon Pixel
Detector

Silicon Strip
Detector

Figure 5.5: Simulation of the I'Tk layout, comprised of silicon pixel and strip layers,
with a barrel and endcap structure [178].

endcaps in both forward regions. Closest to the beamline, the ITk pixel detector
barrel is composed of five layers of silicon pixel sensors positioned between 39-271
mm from the IP, with pixel sizes of 50 x 50 um? or 25 x 100 ym?. This is surrounded
by the ITk strip detector, made up of four layers of silicon strip sensors extending
up to 1000 mm from the IP, in order to completely replace the existing TRT. The
inner two layers use short strips (SS) 24.1 mm long and 75.5 pm wide, while the
outer two layers use long-strips (LS) 48.2 mm in length, sacrificing some precision
for a less complex and expensive system. The end-caps are built from petal-design
disks, with four rings of pixel sensors covering up to || < 4 and six disks of strip
sensors covering up to |n| < 2.7. All strip sensors use double-sided modules, with a
small angle between sensors on either side to provide a 2D measurement, the same
principle currently used by the SCT. Overall, the ITk will have a total silicon area
of 14 m? in pixels, over ten times more than the existing pixel detector, and 165
m? in strips, around three times more than the existing SCT [178, 179]. The layout
and rotation of each layer, shown in Figure 5.6, has been optimised to provide at
least 13 hits for all tracks with |n| < 2.7, to ensure accurate reconstruction of inner

detector tracks and their corresponding vertices.

The remainder of this chapter focuses on the ITk strip detector. The design of



2131

2132

2133

2134

2135

2136

2137

2138

2139

2140

2141

2142

2143

2144

2145

53. TEST STRUCTURES 106

= R L L L L B B ]
E 1400-ATLAS Simulation  Preliminary -
= © ITk Layout — ATLAS-P2-ITK-23-00-00 7
1200~ n=1.0 -
1000 =

r n= 2.0 a

800L -
6000, -
400:- n=3.0 7:
200 n=4DAE

it EE\=\ \I \II L ‘ L L L 1 ‘ L L L L ‘ L L L L ‘ L 1 L L ‘ \7

00 500 100 1500 2000 2500 3000 3500

z [mm]

Figure 5.6: Schematic of the ITk layout, with pixel layers shown in red and strip
layers shown in blue [180].

the new strip sensors is optimised for operation in a high radiation environment.
They use n-type implants in p-type bulk (n-in-p, as in Figure 5.3), which has been
shown to give larger, clearer signals following irradiation than p-in-n sensors, as
used by the current SCT. This is also motivated by the increased trapping time
for holes caused by annealing, which is less problematic in n-in-p sensors where the
movement of electrons produces signals. They are also designed with AC coupling
to take advantage of the reduction in leakage current, since the built-in capacitors
only respond to the changing current produced by an incident charged particle, and

not the constant leakage current produced in the bulk.

5.3 Test Structures

As part of the production of the strip sensors for the [Tk, a Quality Assurance (QA)
program is carried out to perform measurements of silicon test structures and verify
that they meet the required specifications. The first year of the author’s PhD was
spent performing these measurements and improving the corresponding measure-

ment setup for the contribution from Birmingham to the QA program. Tests are
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performed on dedicated test structures produced on the edge of the silicon wafers
used for the main I'Tk sensors, both before and after irradiation, to ensure that the
specifications will also be met following several years of intense irradiation during
operation. The maximum expected fluence of radiation from the HL-LHC is esti-
mated at 4.8 x 10" n,,/cm? in the barrel of ITk, with a Total Tonising Dose (TID)
of 217 kGy, and 8.1 x 10 n.,/cm? in endcaps, with a TID of 333 kGy. Accounting
for a safety factor of 2 in case of an underestimate, the test structures are therefore
irradiated to 1.6 x 10 ne,/cm? and 660 kGy. Several radiation sources are used,
with either a combination of neutron irradiation to cause bulk damage and gamma
irradiation to cause ionising damage, or proton irradiation to achieve both effects
simultaneously. Following irradiation, sensors are annealed at 60°C for 80 minutes
to simulate the periodic warm-ups which are planned for the ITk during operation,
to take advantage of the beneficial effects of annealing discussed in Section 5.1.1.
The rest of the time, irradiated sensors are stored at —15°C to freeze out any further

annealing effects. Three test structures are considered:

e Monitor Diodes (MDS8s): simple diodes formed of a p—n junction

e Test chips: collections of several components from the main sensors on a single

piece of silicon

e Mini sensors: miniaturised versions of the main strip sensors

5.3.1 Test Chips and MD8

Test chips are collections of various components which are used in the main strip
sensors, and are produced alongside MD8s. The layout of the test chip and MD8
is shown in Figure 5.7, with each measured component labelled. In addition to the

MDS, these components are:

e Bias Resistors: a collection of polysilicon bias resistors
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Monitor Diode (MD8) <=

Bias Resistors <

Punch-Through Protection
(PTP) Structures

Field Oxide Capacitor (Left)
Coupling Capacitor (Right)

Figure 5.7: Test chip and MDS layout.

e Interdigitated Structures: sets of interspaced strips where each strip is isolated

from its nearest neighbours

e Punch-Through Protection (PTP) Structures: a set of channels connected at
one end to a bias ring via bias resistors, with the other end isolated from the

bias ring by a layer of oxide

e Coupling Capacitor: a square coupling capacitor

The test chip also contains several other unused structures. Test chips are fixed to
custom-built Printed Circuit Boards (PCBs) via conductive tape and each compo-
nent is wire-bonded to specified inputs to allow measurements to be made. The
PCB is then connected to the measurement setup and placed inside a small box in
a climate chamber, which cools the components to —20°C throughout the measure-
ments. The box is flushed with nitrogen to ensure low humidity, as any condensation
could result in damage to the components. The measurement setup uses a switch-
ing matrix, controlled via Python code, which allows any necessary connections to
be made between the components on one axis and the instruments on the other,
without manually changing connections. This allows various measurements of dif-
ferent components to be taken in sequence automatically. The measurement setup

is shown in Figure 5.8.
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Figure 5.8: (a) Test chip bench with the different measuring instruments labelled
and (b) inside of the climate chamber where the box holding a wire-bonded test chip
is placed for measurements.

MDS8

MDS8s are simple diodes formed of n™-type implants on a p-type bulk, essentially
large versions of the n-in-p junctions used in the main sensors. They have an active
area of 0.5095 cm?, and are surrounded by a guard ring and edge structure to isolate
them from neighbouring components. Two tests are performed on MDSs, first a
reverse bias voltage is applied across the diode and varied from 0 < Vi < 700
V (where here and throughout this section, voltage is implicitly negative, applied
in the reverse direction). The leakage current through the diode is measured, and
required to be below 100 pAcm™2 (again, implicitly negative) for irradiated MD8s
for Viias < 500 V, to ensure that the sensors will have sufficiently low noise and
power consumption. In addition, the MD8s are required to display no breakdown
for Viias < 700V, to ensure the sensors can be fully depleted to achieve full efficiency.
Initially, the ITk sensors will be biased only to 500 V, although this may be increased
to as high as 700 V to compensate for the effects of radiation damage. The presence

of breakdown is assessed using the k-factor

I
L djav

v (5.6)

where dI/dV is the gradient of the -V curve obtained under reverse bias. A signifi-
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205 cant spike in this distribution indicates a breakdown, as demonstrated in Figure 5.9

for an MD8 failing specification. In contrast, Figure 5.10 shows a well-behaved

MD8_IV (VPA38891_W02058)

MD8_IV k-factor
200
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Figure 5.9: Example MDS8 -V curve and corresponding k-factor of an unirradiated
test chip, showing early breakdown at Vs = 434 V and relatively high leakage
current of 0.58 pA/cm? at 500 V, failing both specifications for unirradiated test

chips.
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Figure 5.10: Example MD8 -V curve and corresponding k-factor of an irradiated
test chip, showing no breakdown below Vi;.s = 700V and relatively low leakage
current of 20.64 pA/cm? at 500 V, passing both specifications for irradiated test
chips.
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MDS8 -V with low leakage current and no breakdown. Figure 5.11 shows the post-
irradiation leakage current measured for all MD8s investigated by the author during

their contribution to the QA program, with all falling within the specifications.

MD8_IV Results for all Birmingham-measured test chips
against irradiation date
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Figure 5.11: Leakage current measured at Vj;,s = 500 V for all irradiated MD8&s
investigated by the author, plotted against irradiation date. Combined results are
shown for batches of test chips which were irradiated together, with the number
of test chips in each batch indicated alongside the date of each irradiation. The
locations of each irradiation are also indicated, with the CERN Proton Irradiation
Facility (IRRAD) and Birmingham MC40 irradiating using protons and Ljubljana
using a combination of neutrons and photons intended to be equivalent. For each
batch, the result is presented as a box plot, with the mean, minimum and maximum
measurements and the standard deviation all shown, as demonstrated to the right
of the plot.

The second measurement of MDS8s is of the capacitance across the diode for the same
range of applied reverse bias voltages, in order to determine the full depletion voltage
Vip. Equation 5.4 gives the relation between the bias voltage and the depletion

width W,. Since the ITk sensors use n*-type implants which are significantly more
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highly doped than the p-type bulk, Np > N4 and so this simplifies to

2es;
qN4

Wd = (‘/0 + %ias)' (57)

The depletion region is saturated with non-mobile charge carriers, and so it acts as a
dielectric insulator between the n-type and p-type silicon, causing the p—n junction

to act as a parallel plate capacitor with width W, and corresponding capacitance

C_&TA_ 5qNA

_eA_ [_fa y 5.8
Wd 2 (VE) + Vbias) ( )

where A is the active area of the sensor. Therefore, for high Vj;.s > V4, capacitance
is proportional to Vb:als/ 2, so the quantity 1/C? is directly proportional to Vi.s. Once
full depletion is reached for Vin.s = Vep, Wy stops increasing and so C' becomes
constant for increasing Vi;.s. Therefore, Vip can be extracted from the distribution
of 1/C? against Vi;.s as the point of transition between non-zero and zero gradient

linear fits. Figure 5.12 shows an example distribution, with the intersection between

the two linear fits taken as the measurement of Viep!. The ITk specifications require

MD8_CV (VPX37415_WO00171)
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Figure 5.12: MD8 C-V showing two linear fits of the regions above and below Vgp,
with their intersection giving a measurement of Vgp.

Vep < 350 V for unirradiated MDS8s to ensure full depletion is reached before sensor

In this fit, the transition point between the constant and linear regions was taken as the point
at which the value of 1/C? reached within 1/16 of its maximum measured value.
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breakdown.
Bias Resistors

The first test chip components are a set of three polysilicon resistors identical to

those that separate the strip implants from the bias ring on the main sensors, referred

to as the bias resistors. Voltage is applied across the resistors and varied in the range

—5 < V < 5V, the resulting current is measured and the resistance is extracted
av

as R = %7. The measurements are temperature corrected from the measurement

temperature of —20°C to the specification temperature of 20°C via
R(T)) = R(Ty)e"(H%), (5.9)

where o = 312.2 K was been obtained in previous studies [172]. The specifica-
tion requires the average Ry;.s across the three resistors to fall within the range
1.5+£0.5 M€, with a maximum of 0.5 M2 between the minimum and maximum val-
ues. Figure 5.13a shows an example -V curve with extracted Ry;.s measurements.
Figure 5.13b shows the results from every test chip investigated by the author, with
98% of test chips passing the specifications.

Interdigitated Structures

The next test chip components are the interdigitated structures. Each structure is
composed of two sets of nT-type strips implanted on a p-type bulk, arranged such
that each strip is neighboured on either side by strips from the other set. Adjacent
strips are separated by a layer of oxide and the whole structure is surrounded by
a bias ring and a guard ring. An example interdigitated structure is shown in
Figure 5.14. Each test chip contains three structures, referred to as UP, MID and
LOW based on their relative positions on the test chip, and the strips have identical
length and pitch to the main sensors. The structures are fully depleted with a reverse
bias voltage of 500 V and then voltage is applied between the two sets of strips and
varied from —5 < Vi, < 5 V. The resulting inter-strip current I;,; and capacitance

Cint of each structure are measured.
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Figure 5.13: (a) Example I-V plots for each bias resistor on an irradiated test chip,
with extremely similar results obtained for each structure, such that the resulting
distributions overlap and not all are visible. (b) Ry;.s measurements for every test
chip investigated by the author, as a function of irradiation date. Combined results
giving the mean, minimum and maximum measurements and the standard deviation
are shown for batches of test chips which were irradiated together, with the number
of test chips in each batch indicated alongside the date of each irradiation. The
location and particle type of each irradiation are also indicated.
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Figure 5.14: Diagram of an interdigitated structure, with two sets of isolated n-type
strip implants arranged on top of a p-type bulk such that each strip is neighboured
on either side by strips from the other set. The structure is surrounded by a bias
ring to allow a voltage to be applied to the bulk, and then a guard ring to isolate the
structure from other test chip components. Connecting pads (purple, numbered) are
used to make electrical connection to each set of strips through Pads 1-3 and 10-12,
respectively, and to the bias ring via Pads 5-7.

The inter-strip resistance R;,; is extracted from the I-V curve, and the specification
requires that Ry, > 10 - Rpjas, 1.6 Ry = 15 MSQ, for every structure. This is to
ensure sufficient isolation between neighbouring strips in the main detector, to avoid
cross-talk which would cause reduced detector precision and lower charge collection
per strip. Figure 5.15a shows the I-V curves measured for each structure on an
example sensor, and Figure 5.15b shows the results of all measurements performed
by the author. Generally, very low values of R;, were obtained, with only around
20.0% of each type of structure passing the specification and a wide spread between
measurements of the three structures on the same test chip. Several additional

investigations were performed into this poor performance, detailed in Section 5.3.2.

Inter-strip capacitance it also measured across the same range of voltages. A
correction is applied to the raw measurements to subtract the intrinsic capaci-
tance of the measurement setup, obtained from measurements taken with an empty
PCB. Corrected values are divided by the length of the corresponding structure to
give measurements of capacitance per unit length, with the specification requiring
Cins(0V) < 2 pF/cm, low enough to avoid excess noise. Figure 5.16a shows an
example measurement across all three structures, showing consistent values as a

function of voltage and generally within specification. The MID structure results
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Figure 5.15: (a) Example inter-strip I-V curves for each interdigitated structure on
an irradiated test chip and (b) Ri, measurements for every test chip investigated
by the author, split by structure type, as a function of irradiation date. Combined
results giving the mean, minimum and maximum measurements and the standard
deviation are shown for batches of test chips which were irradiated together, with the
number of test chips in each batch indicated alongside the date of each irradiation.
The location and particle type of each irradiation are also indicated.

are slightly too high, which was a common trend seen across a significant proportion
of test chips. Figure 5.16b shows the results for all test chips investigated by the
author, with 100% of UP and LOW structures and 80.3% of MID structures passing

the specification.
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Figure 5.16: (a) Example inter-strip C—V plots for each interdigitated structure on
an irradiated test chip and (b) Cj,; measurements for every test chip investigated
by the author, split by structure type, as a function of irradiation date. Combined
results giving the mean, minimum and maximum measurements and the standard
deviation are shown for batches of test chips which were irradiated together, with the
number of test chips in each batch indicated alongside the date of each irradiation.
The location and particle type of each irradiation are also indicated.

»n  Coupling Capacitor

2 The coupling capacitors are square n*-type implants on top of the p-type bulk, with

276 an oxide layer deposited on top, followed by a metal contact. This forms a parallel
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plate capacitor matching those found on the main sensors connecting the implants
to the electrodes, with the oxide as the dielectric. The leakage current Icpr, and

capacitance Ccpy, across the structure are measured.

Leakage current is measured as a function of voltage up to 100 V, with an initial
high granularity check up to 10 V to ensure there is no dielectric breakdown at low
voltages, referred to as a pinhole. The specification requires Icpr,(100 V) < 10 nA to
ensure that no dielectric breakdown occurs which could allow a large current to flow
to the read-out electronics, causing damage. Figure 5.17a shows an example -V
curve, with very low leakage current at all voltages, well within the specification. The
observed fluctuations are attributed to measurement uncertainty, which is significant
at such low values of measured current. This was consistently found across the
majority of test chips, as shown in Figure 5.17b, with 93.4% passing the specification,

and four structures failing due to pinholes.

The coupling capacitance Ccpr, is measured across the structure with no voltage
applied. To account for the intrinsic capacitance of the measurement setup, a cor-
rection Cler is measured between reference pads which are not connected to the
structure (Pads 7-9 and 12 in Figure 5.18). The measurement Cy,e,s is then taken
between Pads 10 and 11, and the corrected coupling capacitance per unit length is

calculated as

C’meas - Cre
CepL = Tf (5.10)

where ¢ = 3.4 cm is the equivalent length of the capacitor on the main sensor. The
specifications require Cpr, > 20 pF/cm, to ensure that it is much greater than the
inter-strip capacitance, to allow high charge collection efficiency at the electrodes,
giving clear signals. Figure 5.19 shows the results of all measurements performed

by the author, with all passing the specification.
PTP Structure

The Punch-Through Protection (PTP) structure, shown in Figure 5.20 is composed

of a series of n™-type strip implants deposited on the p-type bulk, all connected
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Figure 5.17: (a) Example leakage current I-V curve for the coupling capacitor on
an irradiated test chip and (b) Icpr, measurements for every test chip investigated
by the author, as a function of irradiation date. Combined results giving the mean,
minimum and maximum measurements and the standard deviation are shown for
batches of test chips which were irradiated together, with the number of test chips
in each batch indicated alongside the date of each irradiation. The location and
particle type of each irradiation are also indicated.

200 at one end via bias resistors to a bias ring surrounding the structure, and isolated

205 at the other end by a layer of oxide.

The structure is reverse biased to -500 V
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Figure 5.18: Diagram of the coupling capacitor, showing the n-type implant de-
posited on top of the p-type bulk. Connecting pads (purple, numbered) are used to
make electrical connections, with the p and n-type sides of the capacitor connected
to Pads 10 and 11, respectively, and additional unconnected reference pads provided
to allow a reference measurement of the capacitance of the measurement setup to
be obtained.
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24.0
Irradiation Site:

_ 235 () C.ERI\.I IRRAD (p) Max
£ ® Ljubljana (n)
(S} a a
o ® Birmingham
'S 23.0 Ik _(p)
— Spec. limits:
3 C = 20 pF/cm
O 225 Std
()
()
C
8 220 ° Mean
2 ]
o
8 s ) Std
o o {}
£
o 21.0 ® ”
=}
S .

205 Min

~ N~~~ o~~~ o~~~ o~~~

_— e = = = = = o e~ = =~ ~—

— o~ o~ o~ o~ o~ o~ N N N N N N N
o o o oN N N N N N N N o~N o~N o~N
~ ~ S~ S~ S~ ~~ S~ S~ S~ S~ S~ S~ S~ ~
— — m o™ (5] < To] 7o) () (<} ~ Q0 o —
H O © ©O © © © © © © © © © o
0 2 2 2 22 22 2 22 2 d
g @0 M & 4 © 0 N © & O & o4 ™M
o o o [l m o~ — i o o~ o i m O
Irradiation Date (Number of Test Chips)

Figure 5.19: Ccpr, measurements for every test chip investigated by the author, as
a function of irradiation date. Combined results giving the mean, minimum and
maximum measurements and the standard deviation are shown for batches of test
chips which were irradiated together, with the number of test chips in each batch
indicated alongside the date of each irradiation. The location and particle type of
each irradiation are also indicated.
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to fully deplete the bulk and voltage is applied between the strips and the bias
rail. The current is measured and the voltage increased until the effective resistance
Reg = % falls below half the resistance of the bias resistors, i.e. Reg < Rpias/2, i.€.
R.g <= 0.75M€Q. The voltage at which this threshold is crossed is taken as the
punch-through voltage Vprp, corresponding to the voltage at which the resistance
of the oxide layer insulating the strips from the bias rail falls below that of the bias
resistors. This measurement is performed on each of the central five strips (Pads
4-8 in Figure 5.20) and the specifications require the average value to fall within

5 < Vprp < 50 V. The sensors are designed such that this punch-through will

Figure 5.20: Diagram of the PTP structure, composed of nt-type strip implants on
top of a p-type bulk, surrounded by a bias ring which allows a voltage to be applied
to the bulk. Each strip is connected to the bias ring via a bias resistor (red), with
connecting pads (purple, numbered) to allow electrical connections to the bias ring
and each individual strip. The whole structure is surrounded by a guard ring to
isolate it from other test chip components.

occur at voltages significantly below the minimum dielectric breakdown voltage of
the coupling capacitors of 100 V, to divert high currents which could be produced
by scattered high energy beams safely into the bias rail, away from the sensitive
read-out electronics, to prevent damage. Figure 5.21a shows an example -V curve,
with the corresponding R.g calculated in Figure 5.21b. This shows the expected
behaviour, with initially constant resistance which decreases sharply as the oxide

isolation breaks down, with the punch-through threshold reached at around 28 V.
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Figure 5.22 shows the results from all test chips investigated by the author, with all
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Figure 5.21: (a) Example I-V plots and (b) calculated Res for each PTP structure
measured on an irradiated test chip. Extremely similar results are obtained for each
structure, such that the plotted distributions overlap and not all are visible.

showing consistent results and passing the specification.

5.3.2 Inter-strip Resistance Investigation

As shown in Figure 5.15b, the inter-strip resistance measurements obtained in Birm-
ingham were consistently very low, with many falling below the specification. How-
ever, similarly low measurements were not seen by other institutes performing the
same QA measurements. To try to understand this difference, and the cause of
the extremely low inter-strip resistance measurements obtained in Birmingham, a
series of investigations were undertaken, primarily by the author. As a first step,
two test chips from a single irradiation were sent to Toronto to be measured in their
equivalent QA setup, with the remaining four measured in Birmingham. Table 5.1
shows the results, with three of the four test chips measured in Birmingham record-
ing very low values of Ry, with the only exception being VPX37415-W172 from a
much earlier production in a batch which has been extensively studied and shown

to perform well. On the other hand, both test chips measured in Toronto showed
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Figure 5.22: Vprp measurements for every test chip investigated by the author, as
a function of irradiation date. Combined results giving the mean, minimum and
maximum measurements and the standard deviation are shown for batches of test
chips which were irradiated together, with the number of test chips in each batch
indicated alongside the date of each irradiation. The location and particle type of
each irradiation are also indicated.

Test Chip VPX37415-W172 ‘ VPA38906-W277 ‘ VPA38208-W439
Measurement Site Birmingham Toronto
Temperature [°C] -20 | -27 -20 -27

Ry UP [MQ)] 61.15 3.68 7.60 6.53 17.60
Riye MID [MQ] 57.97 1.97 4.06 1.91 4.11
Ry LOW [MQ)] 53.44 2.62 5.43 3.39 9.02

Test Chip VPA38699-W1901 VPA38690-W1696 VPA38697-W1791
Measurement Site Birmingham Toronto ‘ Birmingham | Toronto ‘ Birmingham
Temperature [°C] -20 -27

Riye UP [MQ)] 7.30 67.74 23.13 82.84 28.27
Rine MID [MQ] 10.48 164.80 46.29 65.21 22.89
Ry LOW [MQ] 10.04 156.64 44.61 36.42 14.23

Table 5.1: Results of R, measurements made in Birmingham and Toronto for test
chips from the same irradiation, at different temperatures.

237 very high values of Ry, well above specification. This caused concerns about the

2138 accuracy of the measurement setup in Birmingham and so, as a cross-check, the
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239 two test chips were returned from Toronto to Birmingham, while VPA38208-W439
20 was sent to Toronto, and all were remeasured. The test chip remeasured in Toronto
s showed higher Ry, values by around a factor of three, although it was noted at this
22 point that Toronto perform QA measurements at the lower temperature of -27°C,
23 which is expected to cause the resistance to increase by around a factor of two. This
s was confirmed upon remeasurement of VPA38906-W277 in Birmingham at -27°C), re-
aus  sulting in twice the measured R;,. Therefore, the two test chips originally measured
aus  in Toronto were remeasured in Birmingham at -27°C. However, they still yielded
27 reduced Ry, compared to the Toronto measurements, although significantly higher
2us  than the other test chips measured in Birmingham, mostly passing the specification.
29 This suggested that there was some physical difference between these two test chips
250 and the rest of the batch, perhaps due to additional annealing or humidity exposure

2351 during transport between the two institutes.

22 'To assess whether humidity exposure post-annealing, such as that received in the
2353 fairly high humidity cold storage at Birmingham, could be having an effect, an-
2354 other test chip from the control batch VPX37415-W174, which has been previously
2355 measured, was stored in a dry cabinet overnight to thoroughly dry it, and then
256 remeasured. The results are shown in Table 5.2, with no significant difference in

R, observed. Therefore, to go even further in ensuring the sensor was dry, it was

Test Chip VPX37415-W174
Conditions Normal | Overnight Drying | Overnight Annealing (1100 minutes)
Ry UP [MQ)] 5.07 5.09 13.65
Ry MID [MQ)] 4.98 5.00 12.35
Ryt LOW [MQ] | 3.90 3.91 8.92

Table 5.2: Results of R;,; measurements of the test chip VPX37415-W174 in normal
conditions and after extensive drying and annealing.

2357

258 annealed overnight for a total of 1100 minutes at 60°C. After remeasuring again,
2350 significantly higher R;,; values were obtained, suggesting that a change had occurred
230 within the sensor. This could be due to the extra annealing received, although pre-
261 vious measurements consistently show lower measured Ry, following annealing, and

262 the effects of annealing have been shown to saturate after the standard 80 minutes.
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Since pre-annealing measurements of R;,; are consistently above specification, and
only drop to the very low values observed following annealing, it was concluded that
any physical changes causing the particularly low Rj;;; measured in Birmingham

must occur during or following annealing.

To test this, five test chips from a new irradiation were measured using a special

procedure:

1. Remove the unannealed, irradiated test chip from the normal cold storage

2. Place the test chip in the drying cabinet for at least 30 minutes to warm up

in a dry environment
3. Fix and wire-bond the test chip to a PCB
4. Immediately anneal the test chip on the PCB

5. Upon removal from the oven, place the test chip straight into the climate
chamber and begin drying immediately, to ensure that it does not cool down

in a humid environment

6. Cool to -20°C in a nitrogen-flushed, low humidity environment and measure

the test chip

This ensures that the test chips spend no time in the cold storage following anneal-
ing, avoiding the possibility of humidity related effects on the inter-strip resistance.
However, the results still showed very low values of Ry, with none passing the
specification. Therefore, it was considered next that the humidity exposure could
occur during the annealing process, which is performed in a lab grade oven with-
out humidity control. To test this, three test chips from the same irradiation were
instead annealed at room temperature (21°C) in a nitrogen-flushed dry cabinet at
< 5% humidity. The annealing time was increased to compensate for the decrease
in temperature. The literature conversion factor from the required annealing time

at 60°C to that at room temperature is 325, based on previous studies of p-in-n
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sensors [181, 182]. However, more recent studies on n-in-p sensors suggest a lower
factor of 100 [183]. Therefore, the test chips were measured after both 100 and 325
times the normal annealing time (5.6 and 18 days), and for two of the test chips
an additional intermediate measurement was made after 2.6 days to more closely
study the time dependence of the change in R, with annealing. The results are
shown in Figure 5.23, with no significant deviation from the results obtained with
the normal annealing procedure, and the most significant drop in R;,; occurring after

the initial intermediate annealing period. This confirms that the normal annealing

102 —— VPX37415 W181
VPA41335_W3112
—— VPA38909 W583

A UP
~ e MID
 LOwW

10!

Interstrip Resistance R, [MQ]

\
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Annealing time at 21 °C [min]

Figure 5.23: Results of R;,; measurements after a series of total annealing times at
room temperature (21°C) and low humidity (5%).

conditions are not the cause of the very low inter-strip resistance measurements.
This concluded the author’s investigations into this effect. Based on subsequent
investigation, it has been concluded that the low inter-strip resistance occurred due
to anomalous surface damage during proton irradiation using the MC40 cyclotron
in Birmingham. Therefore, this facility is no longer used for I'Tk test chip irradi-
ations, and sensors irradiated using a combination of neutron and gamma sources
and measured in Birmingham now show much higher R;, values, well within the

specifications.
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5.3.3 Mini Sensors

The final component measured for the ITk QA program is the “mini sensor”, minia-
turised versions of the main ITk strip sensors, with a p-type bulk and n*-type strip
implants. In Birmingham, these are irradiated with protons using the MC40 cy-

2

clotron to a fluence of 1.6 x 10" n.,cm™2. Following this they are annealed for 80

minutes at 60°C, the same as the other components, and their Charge Collection

Efficiency (CCE) is measured.

Mini sensor measurements are performed using a specialised system called
“ALIBAVA” [184], consisting of a motherboard and connected daughter board, to
which the mini sensor is connected, with each strip separately wire-bonded to a
corresponding read-out. The daughter board and sensor are placed beneath a *°Sr
[~ radiation source which is incident on the sensor surface, and the total flux of
electrons detected by the mini sensor is measured and compared to measurements
from a scintillator positioned below the daughter board. During measurements, the
bulk of the mini sensor is reverse biased to -500 V to achieve full depletion and max-
imal charge collection and efficiency, and the daughter board and sensor are cooled
in a freezer to < —25°C to minimise the resulting leakage current and prevent any
further annealing. The freezer is additionally flushed with nitrogen to keep the hu-
midity below 10% to prevent condensation. The full measurement setup is shown

in Figure 5.24.

Measurements

The primary measurement made of mini sensors is the Charge Collection Effi-
ciency (CCE), although this actually measures the magnitude of the charge collected
by the sensor, instead of measuring any efficiency. Measurements of CCE and leak-
age current are performed at reverse bias voltages in the range 100 < Viias < 1000
V. To measure the collected charge at each voltage, first a “pedestal” run is per-

formed to determine the baseline electronic noise and background radiation detected
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AliBaVa Daughterboard
Motherboard + Mini Sensor

Figure 5.24: Mini sensor measurement setup, with the ALIBAVA daughter board
placed in the freezer, along with a *°Sr 5~ source, with the ALIBAVA motherboard
also connected to a scintillator and high voltage source-meter.

by the system, which is subtracted from a following “radiation” source run which
records the collected charge from the first 100,000 charged particles incident on the
sensor. Figure 5.25 shows two example spectra produced from these measurements
at different bias voltages, which are fitted to a convolution of Gaussian and Lan-
dau distributions, to account for the sensor resolution and the stochastic nature of
electron energy loss, respectively. The peak value (q) is extracted, corresponding to
the most probable value of collected charge. The spectrum in Figure 5.25 obtained
with Viias = 1000 V has a much higher peak, as expected due to the wider depletion

region caused by the higher reverse bias voltage.

The ALIBAVA read-out chip produces an analogue signal which undergoes
Analogue-to-Digital Conversion (ADC) before being outputted by the motherboard,
giving the units shown in Figure 5.25. This is then converted to units of electrons
(e), proportional to the number of electron-hole pairs produced in the depletion re-
gion of a sensor by an incident charged particle, using the expected value of 23,050
electron-hole pairs produced by a Minimally Ionising Particle (MIP) passing through
a fully depleted, unirradiated sensor with the dimensions of the mini sensor. Here, a
MIP is a particle with minimal energy loss per unit distance travelled in a medium

(described by the Bethe-Bloch equation [175]), similar to high energy particles pro-
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Figure 5.25: Collected charge spectra obtained for 100,000 electron hits on a mini
sensor with the backplane reverse biased to (a) 300 V and (b) 1000 V, with fitted
Landau ® Gaussian curves shown in red, and the corresponding best-fit parameters
given.

duced in LHC collisions. The peak collected charge (¢apc)ypp is measured in ADC
counts for a fully depleted sensor, and then used to convert an arbitrary ADC mea-

surement (gapc) to the equivalent value in electron units (Gelectrons) as

23,050
<Qelectr0ns> = < <QADC> . (511)

CIADC>FD

An additional temperature correction must be applied to measurements, as the mini
sensor temperature consistently decreases throughout data-taking as the freezer con-
tinues to cool down once crossing the -25°C threshold, which affects the gain of the
read-out chips. To obtain the correction, the CCE of a fully depleted, unirradi-
ated sensor is measured at a range of temperatures from room temperature down to
the measurement temperature. The temperature dependence of the read-out gain
is then fitted to a linear distribution as shown in Figure 5.26, and the resulting

correction is applied to the raw CCE measurements before use in Equation 5.11.

Figure 5.27 shows an example of the temperature-corrected CCE measurements in
units of ke (1000 e) for a series of irradiated mini sensors as a function of bias voltage,

both before and after annealing. In all cases the collected charge increases with
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Figure 5.26: Linear fit of uncorrected peak collected charge in ADC counts as out-
putted by the read-out chip as a function of the measurement temperature.
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Figure 5.27: Temperature-corrected most probable collected charge in electron units
plotted as a function of voltage for three irradiated mini sensors A, B and C, before
and after annealing. A and B were irradiated with protons at Birmingham and C
was irradiated using neutrons at the Jozef Stefan Institute (JSI) in Ljubljana.

bias voltage due to the increased depletion width, levelling out when full depletion
is reached. The collected charge is much higher for irradiated sensors following
annealing, due to the resulting partial repair of the bulk damage received by the
sensors. It can also be seen that the neutron irradiated sensor VPX37420-W281 has

much lower collected charge than the proton irradiated sensors, suggesting that
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neutron irradiation causes greater bulk damage. All three sensors fall well below
the expected charge collection of 23.05 ke discussed above, due to the negative
effects of radiation damage, although all pass the I'Tk specifications which require
(Gelectrons) (D00 V) > 6.35 ke. Figure 5.28 shows the results from all irradiated mini
sensors measured during the author’s involvement with the QA program, with 100%

passing the specifications.

CCE Results for all irradiated Mini Sensors measured
in Birmingham against irradiation date

14 Irradiation Site:

) O R Birmingham
= 3 (proton [27 MeV])
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Figure 5.28: Most probable collected charge for every mini sensor investigated by the
author in Birmingham, with a reverse bias voltage of 500 V applied. The irradiation
site and particle type of each sensor is shown, with most irradiated using 27 MeV
protons in Birmingham, and the rest irradiated using neutrons at JSI in Ljubljana.
The specification requirements are highlighted, with all measured sensors passing
the requirements.
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Chapter

Missing mass search in

proton-tagged dilepton events

This chapter presents the first ATLAS collaboration search for BSM physics using
the missing mass method enabled by forward proton data measured by the AFP
spectrometer. The search is performed in the channel pp — p(yy — 0+ X) p, in
which both protons remain intact, and formed the majority of the author’s work
during their PhD studies. The data used for the search comprise a total integrated
luminosity of 14.7 fb~! collected during pp collisions in 2017 at a beam energy of
V/s = 13 TeV. The missing mass method is explained in Section 6.2, then the real
and simulated datasets used in the analysis are described in Sections 6.3 and 6.4,
respectively, including three different signal models, with the signal region defined in
Section 6.5. The process of modelling the background for this process is presented
in Section 6.6, and all considered sources of systematic uncertainty are detailed
in Section 6.7. Finally, Section 6.8 describes the statistical procedure employed
and Section 6.9 presents the resulting upper limits set on the cross sections of the
considered signal models, with large improvements observed over a similar CMS

analysis [185] across most of the search space.
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6.1 Introduction

The SM does a good job of explaining the majority of particle physics observations,
and how these affect the Universe at a fundamental level. However, there are several
areas where this model falls short, as discussed in Section 2.2. This leads particle
physicists to search for signals which contradict the current SM by giving either
evidence of new particles or conflicting measurements of parameters. One largely
unexplored area in which to search for new physics utilises forward detectors, such
as the AFP spectrometer, and the missing mass method. As described in Chapter 4,
the AFP spectrometer is able to measure protons which undergo interactions in the
ATLAS detector causing them to lose energy remain intact, such that they scatter
out of the LHC beam into a region where they can be detected. In events where
both interacting protons are measured by the AFP spectrometer, the total energy
available to the central interaction and any associated particle production can be
determined. The missing mass method, described in Section 6.2, combines this with
measurements of all visible central particles detected by the ATLAS detector, which
can be subtracted from the total interaction energy, to determine the total energy
and corresponding invariant mass produced in the central interaction which is not
detected by the ATLAS detector. This is more sophisticated than the missing trans-
verse energy already measured by experiments such as ATLAS [186-188] and CMS
[189-191] (explained in Section 3.3.4), as it includes the longitudinal component.
This missing mass could potentially originate from BSM particles produced in the

interaction which are invisible to detectors, such as DM candidates.

This chapter details an analysis searching for new physics using the missing mass
method with data measured using the ATLAS detector in combination with the AFP
spectrometer, in the channel pp — p(yy — ¢ + X ) p. This process, illustrated in
Figure 6.1, involves double photon emission between two protons, which remain in-
tact, resulting in the central production of a visible boson V' decaying leptonically
and some undetected event component X. The missing mass method is used to re-

construct the kinematic properties of X, which is free to be any undetected particle,
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P >

Figure 6.1: Feynman diagram of the signal process pp — p (yy — ¢¢ + X) p consid-
ered in this analysis.

or multi-particle system. This could include heavy SUSY particles or Dark Mat-
ter (DM) candidates. The missing mass my is determined for all events passing the
selection and a bump-hunt is performed in the resulting distribution, searching for
any significant excess of data over the expected background, which could indicate
new physics. Since exact knowledge of the properties of X is not required, this can

function as a model-independent search.

Several previous analyses have utilised proton tagging to make measurements, from
both the ATLAS [85] and CMS [192-194] collaborations, including several similar
BSM searches [40, 195]. A similar analysis to the one presented in this thesis has been
performed by the CMS-TOTEM collaboration [185], which considered three channels
with V' as a Z boson decaying to either electrons or muons or V' as a photon. This
analysis observed no significant excess over the background, instead setting upper
limits on the hypothesised signal cross section. The analysis presented in this thesis
is the first ATLAS collaboration analysis of this kind, utilising AFP spectrometer
data with the missing mass method, and in the absence of any observation aimed to
set improved limits relative to CMS. Only the electron and muon decay channels of
the visible boson are considered, due to their clean signatures compared to the tau

lepton decay channel.
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6.2 The Missing Mass Method

The missing mass method combines proton energy loss measurements from the AFP
spectrometer with central particle measurements from the ATLAS detector to recon-
struct the four-momentum which is missing in the visible central production. This
analysis applies this method to the signal process pp — p (yy — €0 + X)) p shown in
Figure 6.1. The AFP spectrometer is used to measure the energy loss of the intact

and AE

»e, Where ps and pe refer to the protons detected on

signal protons AE,
the A and C sides of the AFP spectrometer, respectively. In events where both
signal protons are detected, the four-momentum of the interacting photon pair p,,
can be reconstructed, assuming that the pr of the protons is negligible. The four-
momentum of the dilepton system py produced from the decay of V' and measured

in the ATLAS detector can then be subtracted to give the missing four-momentum

in the event py, from which the missing mass myx can be obtained as

mg( = (E'yv - Efﬂ)z - (m - @)2 (61)
_ 52
AEpA + AEPC FEyy
0 o0
= e Z (6.2)
0 Py
AEPA - AEPC pﬁz

The missing mass my is then used as the observable for this analysis. The proton

energy loss AE, for a given proton is related to the fractional energy loss £ as
AEP = pr, (63)

where E), is the beam proton energy, equal to 6.5 TeV in the data considered in this

analysis.
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6.2.1 Missing Mass Resolution

The resolution of the missing mass method using the AFP spectrometer was in-
vestigated in order to determine the optimal binning which could be used for the
final distribution!. Several initial studies were carried out before the fully simulated

signal MC samples described in Section 6.4 were available.

An analytical estimate was performed by propagating the estimated proton & res-
olution of the AFP spectrometer (10%), expected to be the dominant source of
uncertainty in the missing mass calculation, through Equation 6.1, resulting in an
estimated fractional resolution of 7%. A further study to include the contribu-
tion from the uncertainties in lepton measurement was performed using simulated
Z 7 — el samples, by randomly selecting one of the Z bosons to be the missing
mass, and reconstructing it from the other event components using the missing mass
method. Generator-level proton information was used, as no AFP simulation was
available at this time, so the proton reconstruction uncertainty was not included.
However, this yielded extremely poor reconstruction, with a fractional resolution
approaching 100%. This implied that the missing mass method is not effective for
small masses on the order of the Z mass. To test higher missing masses, the two
highest pr leptons were instead selected, regardless of which Z decay they originated
from, and these were collectively treated as the missing mass and reconstructed with
the missing mass method from the other two leptons in conjunction with the cor-
responding protons. This yielded more promising results, suggesting a resolution
between 5-10% for measurements of missing mass above around 400 GeV, with the

fractional resolution increasing significantly below this threshold.

A more accurate measurement of the missing mass resolution obtained from fully

simulated signal samples is presented in Section 6.4.

In the end a single-binned approach was adopted for the final fits due to low statistics, as
discussed in Section 6.9
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6.2.2 Missing Mass Acceptance

The acceptance range in the missing mass reconstructed in this analysis depends
mainly on the acceptance of the AFP spectrometer and the corresponding proton
¢ cut applied in the selection. The maximum measurable missing mass for a given
upper limit on £ can be estimated from Equations 6.1-6.3 by considering the “best
case scenario” in which &4 = &¢, allowing the lowest possible maximum ¢ value for
a given missing mass. Taking an approximated linear relation between the dilepton
T and the proton energy loss, estimated from data, the relation shown in Figure 6.2

is obtained between the upper ¢ limit and the maximum measurable my. Both the

a
50.14 Upper myx limit vs
T upper & limit
0.12 AFP Acceptance
Recommended & cut
for analyses
0.10
0.08
0.06
0.04
0.027
0.00

0 250 500 750 1000 1250 1500
Missing Mass [GeV]

Figure 6.2: Missing mass acceptance region of the AFP spectrometer, where the red
line is a rough estimate of the maximum missing mass value which can be obtained
as a function of the highest proton ¢ measured in an event, allowing the upper
limit on myx acceptance of the AFP spectrometer to be extrapolated from its &
acceptance. The corresponding limit for the tightened & range considered in this
analysis is additionally shown.

broadest £ acceptance of the AFP spectrometer and the tighter ¢ cut applied in this
analysis (explained in Section 6.5.5) are overlaid. This suggests that events with
myx > 1250 GeV cannot be measured by the AFP spectrometer at all, as at least
one proton will fall outside of the detector acceptance. This limit drops further for
the tightened & cut to around 800 GeV. Up to this limit, the reconstruction efficiency
is expected to drop for increasing my, as the probability of at least one proton being

outside of the selection increases.
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6.2.3 Event Mixing

The primary background in analyses combining data from the ATLAS detector with
data from the AFP spectrometer is a combinatorial background. This is produced
when central products produced in SM processes which match those in the targeted
final state, a pair of leptons in this analysis, are combined in reconstruction with
unassociated AFP protons originating in independent pile-up interactions. This
background is described in more detail in Section 6.6, and it can be modelled using
a data-driven method called event mixing. This is an established procedure, used
to model this background in several other analyses involving AFP data [40, 85].
The process begins by selecting an event-shift, denoted i, between 1 and N — 1,
where N is the number of events in the data sample. Next, the central and forward
proton components of each event in data are separated, and for a given value of ¢
the central component of each event is shifted and combined with the proton data
from the event i positions along in the dataset. This procedure is illustrated in
Figure 6.3 for an event-shift ¢ = 2, where the central information from the first
event (1) is combined with the proton information from the third event (1 4 i =
3), and so on. The process is fully circular, looping back to the beginning of the

Per event: Final step:

Proton - ) r Protons 1 Leptons n-1 3
containey e.g. i=2 Protons 2 Leptons n

Protons 3 Leptons 1

Eo— For all Proon Protons 4 Leptons 2 Central
events container Protons 5 Leptons 3 container

Protons 6 Leptons 4

Protons

Leptons

Central

container \

Figure 6.3: Event mixing procedure used to produce the data-driven model of the
combinatorial background for this analysis, with an example event shift of ¢ = 2.

dataset such that the proton information from the ith event is combined with the
central information from the Nth event. For any event-shift ¢ > 1, the central
and proton data which are combined to reconstruct the final state are uncorrelated,

originating from different events and thus different processes. This exactly simulates
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the combinatorial background in which the two components originate from different
processes, irrespective of the dataset composition in terms of signal and background.
A sample with ¢ = 0 corresponds to the unaltered data sample for the analysis, in

which the central and proton data are correlated.

6.3 Data Overview

The analysis uses pp collision data collected at a centre-of-mass energy of /s =
13 TeV during Run 2 of the LHC, with the ATLAS detector measuring centrally
produced particles and the AFP spectrometer measuring forward protons. The
analysis is limited to only data collected during 2017, as in other years the AFP
spectrometer was either inoperational or had a critical data-taking issue, as described
in Section 4.5. Both the ATLAS and nominal AFP GRLs, described in Section 4.5,
are applied to the dataset, giving an available integrated luminosity of 14.7 fb~!,

The analysis uses data which have been skimmed according to the STDM?7 deriva-
tion, which aims to select dilepton events and includes AFP information. The
skimming requires that events fire any of the unprescaled signal and double lep-
ton triggers in the ATLAS experiment menu, and contain at least two electrons or
muons which pass several loose pr, 17 and quality cuts which are looser than baseline
selections in the analysis. The triggers applied in the analysis are the unprescaled
single and double lepton triggers with the loosest available pr thresholds. These

require either:

A single, loosely isolated muon with pt > 26 GeV

A pair of muons with pr > 14 GeV

A single, loosely isolated electron with pr > 26 GeV

A pair of electrons with pr > 17 GeV
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6.3.1 Blinded Data

During the analysis the data were blinded, which involves modifying the data in
some way to hide the true observable, preventing any features present in the data
early in the analysis process from biasing analysers during optimisation of event
selections. This analysis used a novel blinding approach applying the event-mixing
procedure discussed in Section 6.2.3 to produce a single event-mixed sample with
an event-shift of ¢ = 1 which was used as the blinded dataset. As a reminder, this
corresponds to a dataset in which the central and proton components are taken
from two different events, separated by one position in the unaltered dataset. This
ensures that the central and proton components of the data originate from different
unrelated events, so once they are combined they do not contain information on the
true missing mass distribution in the dataset. This was beneficial compared to more
standard blinding approaches as it allowed the signal region in other key variables
to be observed before unblinding, and eliminated the need for any control regions

in which one or more signal selections are flipped, simplifying the analysis.

6.4 Signal Simulation

The analysis considers three different signal models, all with two intact protons,
a visible boson V' decaying to two oppositely charged leptons and an undetected
particle X in the final state. The first two models, Z + X and Z + H’, are generic
models in which V' is set to be a Z boson. The third targets a specific BSM scenario
with ALPs, in which V is set to be a short-lived ALP decaying into leptons. Since
two intact protons are required in the final state, only the elastic production mode
is considered, with the single and double-dissociative production modes treated as

part of the combinatorial background.
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6.4.1 Signal Models

The first simple model is generated using SUPERCHIC [96], and directly simulates
the elastic photon-induced production of an invisible particle X along with a Z
boson, which decays into electrons or muons. The final state is produced via a four-
point interaction, as illustrated in Figure 6.4. This model was used to reproduce the

P

y

Figure 6.4: Feynman diagram for Z 4+ X production via a four-point photon inter-
action.

model used by CMS in their equivalent analysis [185], and therefore uses a matching
parametrisation, with the ZX invariant mass generated with a probability propor-
tional to e”7"%2x where 7 is an arbitrary model parameter. A value of 7 = 0.04
GeV~! is chosen, again to match with CMS, although the value of this parameter
was found to have a negligible impact on the final kinematic distributions. Several
signal samples were produced varying the decay channel of the Z between electrons
and muons, and varying the missing mass myx between 300 and 900 GeV, in 100
GeV intervals. The generation is performed in SUPERCHIC 5.1, with parton shower-
ing and hadronisation simulated in PyTHIA 8.310 [91]. As discussed in Section 2.4,
SUPERCHIC is one of very few MC generators which can simulate soft-survival ef-
fects in photon-induced processes, which are described in Section 2.3.4 and encode
the probability 1 — S of further interactions occurring between the protons, causing
additional particle production and removing the rapidity gap. However, since the
Z 4+ X model is implemented in SUPERCHIC as a simplified model, this effect is not
included, instead having a constant S = 1 across all events. Therefore, the effect of
soft-survival is instead estimated using a similar simulated sample of exclusive dilep-

ton production 7y — ¢¢ generated in SUPERCHIC, which does include this effect.
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xe0  Figure 6.5 shows the effect on event yield in this process of turning the soft-survival

w00 effect on and off in SUPERCHIC generation, as a function of the mass of the central
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system my,. This is equivalent to mzx in the current analysis, as both are equal to

the diphoton mass m.,. The corresponding ratio was parametrised as a first-order
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Figure 6.5: Effect of turning soft-survival effects on and off in a SUPERCHIC simu-
lated sample of exclusive dilepton production vy — ¢/, as a function of the mass of
the central system my,.

polynomial to limit dependence on low-statistics regions, and the resulting fitted ra-
tio (0.9387 —0.000365m 2y ) was then applied as an event-by-event weight to the raw
Z + X signal sample as a function of the generator-level mass of the central system
mzx. This effectively simulated the effect of non-unity soft-survival in this signal
sample. The soft-survival factor in SUPERCHIC additionally has a weak dependence

on the rapidity of the central system y,x, as shown in Figure 6.6a. However, the
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Figure 6.6: (a) The simulated dependence on the soft-survival probability for ex-
clusive dilepton production as a function of the central rapidity ys [80], equivalent
to yzx in the current analysis, for EE events as used here as well as SD and DD
events. (b) The rapidity distribution for the SUPERCHIC Z + X signal model with
myx = 700 GeV in the muon channel.
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rapidity observed in the simulated Z + X samples, shown in Figure 6.6b for a rep-
resentative signal mass, is consistently close to zero, due to the tight proton & cut
applied in the signal selection which forces events to be highly symmetric in their
energy distribution. The corresponding region in Figure 6.6a shows a flat distribu-
tion for low values of |y,| indicating a negligible dependence on rapidity. Therefore,
the effect of the rapidity of the central system on the soft-survival factor is not

considered further.

The other generic model considered is generated using MADGRAPH [93], and uses
the SM process vy — ZH as a basis, with the Higgs boson replaced by a generic
scalar referred to as H', which is assigned a tunable mass and forced not to decay.
The Z boson decays leptonically, and all couplings are kept at their default SM values
for simplicity. This process can occur in the SM (if H' is replaced by an SM Higgs

boson) via loop-induced diagrams, two of which are shown in Figure 6.7. Several

» . 7 P

Figure 6.7: Representative loop-induced Feynman diagrams contributing to Z + H’
production.

samples were produced, varying the missing mass between 100 < mx < 1000 GeV
in 100 GeV steps. The generation is performed in MADGRAPH 2.9.5 and parton

showering and hadronisation is performed in PYTHIA 8.306.

The final model considered in this analysis probes an existing BSM theory discussed
in Section 2.2 in the form of ALPs, hypothetical pseudoscalar particles considered
to be potential candidates for dark matter, as discussed in Section 2.2. The so-

called “di-ALP” model simulates the photon-induced production of two distinct,
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electrically neutral ALPs, a short-lived particle S, decaying leptonically into either
ete” or utp~ with equal probability, and a long-lived particle Sy, which is invisible

to the ATLAS detector. The process is shown in Figure 6.8. There are several

» & }/

P

Figure 6.8: Feynman diagram for di-ALP production via photon fusion.

free parameters in this model: the mass of the both ALPs and their couplings to
the photons. The mass of the short-lived ALP S; was set to the Z mass to make
a clearer comparison to the other models, and both couplings were set to 1 for
simplicity, as these are not expected to affect the kinematics of the final state, only
the overall signal strength. Samples were produced varying the missing mass mx
(i.e. that of Sy) between 200 GeV and 900 GeV in 100 GeV intervals. This model
is implemented using the FEYNRULES package [196, 197], which is then passed to
MADGRAPH 2.9.5 for event generation, with parton showering and hadronisation

simulated with PYTHIAS &.306.

The MADGRAPH generator does not implement soft-survival effects, and therefore
these are not considered for either of the MADGRAPH models, instead this effect is

considered as a systematic for these samples, as discussed in Section 6.7.

Table 6.1 gives an overview of all simulated signal samples produced for this analysis.
Also shown is the filter which was applied at generator level to the forward protons in
each event. This was used to increase the generation efficiency for events passing the
event selection considered by the analysis, to reduce the total number of generated
events required for a given sample size within the signal region. The filter places
requirements on proton fractional energy loss £ < 0.15 and proton pr < 1.5 GeV,

with particularly the £ cut removing a large proportion of potential signal events
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Process Generator UEPS Filter mx Range [GeV]

vy = Z(ee) + X SuPERCHIC V5.1  PyYTHIA 8.310 £ <0.15, 300 < mx < 1000
Pt < 1.5 GeV

vy = Z (pp) +X  SUPERCHIC v5.1  PyTHIA 8.310 &£ <0.15, 300 < mx < 1000
PRt < 1.5 GeV

vy — S1(¢0)+S2 MADGRAPH v2.9.5 PyTHIA 8.306 ¢ < 0.15, 200 < myx <900
PRt < 1.5 GeV

vy — Z )+ H MADGRAPH v2.9.5 PyTHIA 8.306 £ <0.15, 100 < myx < 1000

POt < 1.5 GeV

Table 6.1: Overview of the simulated signal samples considered in the analysis,
the corresponding programs used to perform the generation and Underlying Event
and Parton Shower (UEPS) simulation steps, applied generator-level filters and the
generated ranges of hypothesised signal masses.

which would be impossible to detect with the AFP spectrometer. A corresponding
weight is calculated for each value of mx corresponding to the efficiency to retain
events following the application of this generator-level filter, to be applied to any

resulting signal cross section measurements.

6.4.2 Kinematic Comparison

Figure 6.9 shows a comparison between the three signal models across several kine-
matic distributions, for a signal mass of mx = 500 GeV. This demonstrates the
difference in final state kinematics between the models, with the MADGRAPH mod-
els having a significantly higher pr dilepton system, and correspondingly higher
proton energy loss measured in the AFP spectrometer. However, it can be seen that
these two effects balance out in their influence on myx to give very similar missing

mass distributions, with comparable widths.

The wide range of potential kinematics across the considered signal models enhances
the sensitivity of the analysis to many potential sources of new physics, whose un-
derlying kinematics could cover a similarly wide spectrum. This allows the analysis

to be more model-independent, allowing a general search to be performed.



2757

2758

2759

2760

2761

2762

2763

2764

2765

2766

2767

2768

2769

6.4. SIGNAL SIMULATION 146

> E > F
8 0.14[~ ATLAS Work in Progress —— SuperChic Z+X 8 1; ATLAS Work in Progress —— SuperChic Z+X
fmo.lzé MadGraph Di-ALP fm 0.8l MadGraph Di-ALP

H 0 li —— MadGraph Z+H' H L —— MadGraph Z+H'
=z T =% 0.6
=0.08 = [
Q E Q =
£0.06 2 04
< £ © [
€ 0.04F £ C
[} = S 0.2+
£0.02 £ L

A N e S P B, T C L L e R
0O 50 100 150 200 250 300 350 400 %O 60 70 80 90 100 110 120
p, [GeV] m, [GeV]
(a) Dilepton pp (b) Dilepton mass

8 af > 08F
S O-3§ ATLAS Work in Progress —— SuperChic Z+X 8 E ATLAS Work in Progress —— SuperChic Z+X
2025t MadGraph Di-ALP g %7 MadGraph Di-ALP

5 L —— MadGraph Z+H' ~, 06 —— MadGraph Z+H'
z° 0.2 205
S E z E
20.15- S 04p
@2 E @ E
S 510 2 03F
e 0.1 = E
S E e 0.2
Z E S E
200s) S o1

C | | I | | | | | = | | | T il il |
00 0.020.040.060.08 0.1 0.120.140.160.18 0.2 GO 100 200 300 400 500 600 700 800 900 1000
£ m, [GeV]
(c) Proton & (d) Missing mass mx

Figure 6.9: Unit normalised comparison of generator-level kinematic distributions
generated for each signal model with a hypothesised signal mass of mx = 500 GeV.
For the MADGRAPH di-ALP model, mg, is set to the Z boson mass.

6.4.3 Simulated Beamspot Size

The beamspot, as described in Section 3.3.1.1, is the volume around the ATLAS
detector IP where the two LHC beams cross over, allowing pp interactions to occur.
The simulated signal samples use a constant longitudinal beamspot size of 35 mm,
which is very close to the mean beamspot size observed during 2017 data-taking
of 36.94 mm. However, as shown in Figure 6.10, the beamspot size in data varied
significantly between around 30-45 mm across the year. This affects the simulated
track density around the IP, with an increased beamspot size giving reduced track
density, which in turn affects the signal efficiency of the track veto selection described
in Section 6.5. This can introduce a small deviation in the simulated track veto signal
efficiency compared to estimates made from data, although this is expected to be
negligible compared to other sources of uncertainty such as the modelling of pile-

up interactions on which the simulated track veto signal efficiency is based. These
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Figure 6.10: The size of the luminous region in the ATLAS detector during /s = 13
TeV pp collisions in Run 2. The data points are the hourly average of results of a
maximum likelihood fit to the spatial distribution of primary vertices collected over
a two minute period. The luminosity weighted average size is provided for each year.

effects are all covered by a single systematic uncertainty, which is discussed in detail

in Section 6.7.1.

6.4.4 Updated Missing Mass Resolution

Using the fully simulated samples, an updated measurement of the resolution of the
reconstructed missing mass was determined for each signal model using Equation 6.1.
The resulting distribution was fitted to a Gaussian function using very fine binning
to extract the width o,,, of the distribution. Figure 6.11 shows the width as a
function of the hypothesised signal mass for each generated mass in each signal
model. These plots show a consistent width of at most 50 GeV for almost all
models, in both considered lepton channels, and so this was chosen as the optimal
bin width to use for the missing mass distribution in the final fits. As will be shown
in Section 6.5.6 (see Figure 6.17) the exceptional point my = 1000 GeV for the
SUPERCHIC Z + X model occurs due to a very low fiducial selection efficiency.

This mass point is not considered in the final result and so this does not affect
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Figure 6.11: Width of the reconstructed missing mass distribution in simulated
signal samples as a function of hypothesised signal mass, for each signal model and
in each lepton channel.

the chosen binning. This result is in reasonable agreement with the preliminary
estimates presented in Section 6.2.1, although the resolution determined here is

actually better than previously suggested by those studies.

6.5 Event Selection

Reconstructed events are required to pass several levels of selection in order to
be considered for the potential presence of signal. First, basic event-cleaning is
performed to remove invalid or corrupted events, before a loose pre-selection is
applied to select only dilepton events matching with the expected signal final state.
This dataset uses looser cuts than the final signal selection to provide a large dataset
on which to perform studies during the analysis, and to construct the data-driven
background model discussed in Section 6.6. Finally, a tight signal selection is applied

to remove background and increase the sensitivity of the analysis.

The initial dataset is obtained by applying the ATLAS and AFP GRLs to the 2017
dataset, as described in Section 6.3, leaving a total integrated luminosity of 14.7 fb~1.

Several event-level vetoes are made to reject bad or corrupted events due to issues in
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the LAr, Tile and SCT detectors, in addition to incomplete events missing certain
elements of reconstruction. Checks are performed to remove duplicate events, which
can occur due to glitches during dataset creation, by ensuring that all events have a
unique pairing of run number and event number within that run. Finally, events are
required to have at least one reconstructed Primary Vertex (PV) with at least two

associated nominal ID tracks with pr > 500 MeV, as described in Section 3.3.1.1.

6.5.1 Lepton Selection

Electrons are reconstructed using the procedure described in Section 3.3.2. Candi-
date electrons are required to pass kinematic cuts of pr > 18 GeV and |n| < 2.47,
with the pr cut designed to be slightly tighter than the trigger requirement de-
scribed in the previous section, to remove the effects of any trigger inefficiency. They
must additionally satisfy the Loose identification and isolation working points, de-
scribed in more detail in Section 3.3.2. Electrons undergo an energy calibration
to optimise the response of the detectors, and electrons reconstructed using “bad”
clusters, affected by the presence of dead readout channels or masked cells in the
LAr calorimeter, are removed. To ensure that the electron tracks are close to the
primary vertex, track-to-vertex association requirements are placed on the impact
parameters measured by the IBL of ‘dOBL} /o (dy) < 5 and |Az(l)3L sin 9‘ < 0.5 mm.

The track parameters dy, zo and 6 are defined in Section 3.3.1.

Muons are reconstructed following the procedure given in Section 3.3.3. Pre-selected
muons must pass kinematic cuts of pr > 15 GeV and |n| < 2.4, where again the
pr cut is chosen to be slightly tighter than the trigger requirement following the
recommendations. Muon candidates must satisfy the Loose selection and isolation
working points described in Section 3.3.3, and pass track-to-vertex selections of
|do| /o (do) < 3 and |Azpsinf| < 0.5 mm. Momentum calibration corrections are

also applied to muons.

Overlap removal of pre-selected leptons is performed to select between multiple
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leptons sharing the same ID track. Electrons sharing a track with a muon are
rejected, unless the muon is reconstructed as a Calorimeter-Tagged (CT) muon
(explained in Section 3.3.3), in which case the muon is rejected. In cases where
multiple electrons share the same track, only the highest pr electron is kept. Overlap
removal of leptons against jets is also applied, where the considered jets pass the

following basic selections:

) 30 <pr <60 GeV, JVT > 0.5
N < 2.4,

pr > 60 GeV

2.4 <|n| < 4.9, pr > 30 GeV

where the Jet-Vertex Tagger (JVT) is a multivariate discriminator for jets defined
in [198]. Leptons are rejected against these jets if they are within AR < 0.4, where
AR = \/m However, it was found that this overlap removal is negligible
when the exclusivity requirement is imposed via the track veto, which removes most

events containing jets.

6.5.2 Forward Proton Selection

Forward proton reconstruction is performed using AFP data as described in Sec-
tion 4.3. This analysis uses the Medium quality working point described in the same
section, requiring reconstructed AFP tracks to have hits in at least two different SiT
planes. Pre-selected protons are required to have fractional energy loss in the range
of AFP acceptance at 0.02 < £ < 0.12, referred to hereafter as “loose” protons, with
“tight” protons referring to the tightened requirement of 0.035 < £ < 0.08 used
in the final signal selection. Protons reconstructed using either single or double-
station reconstruction are accepted for the pre-selection, to maximise statistics for

this sample.
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Feature Electron/Muon Event Criterion
pr > 18/15 GeV

In| < 2.47/2.4
Identification Loose

Isolation Loose

dg™| /o (do) <5/3

AzPsin 0} < 0.5

Proton quality Medium

Proton & 0.02 <¢<0.12

Proton reconstruction Single or double-station

Table 6.2: Summary of object pre-selection for candidate events in the electron and
muon channels.

6.5.3 Track Selection

Inner detector tracks in addition to the leptons are selected in this analysis for
use in the track veto, described in Section 6.5.6.1. Tracks reconstructed using the
standard ATLAS experiment procedure described in Section 3.3.1 are required to
have pr > 500 MeV and |n| < 2.5, and must satisfy the Loose quality working
point described in the same section. Overlap removal with the tracks comprising
the candidate leptons is performed by using direct ID matching for muon tracks and
a AR < 0.01 cut for electron tracks. An additional cut of |dy| < 0.5 mm is imposed

to reduce the rate of fake tracks, increasing the performance of the track veto.

6.5.4 Pre-Selection

The event pre-selection for candidate leptons and protons is summarised in Ta-
ble 6.2. Pre-selected events are required to have at least two candidate leptons of
the same flavour and opposite charge (eTe™ or uu~), and either exactly one loose
proton per side of the AFP spectrometer or exactly one tight proton per side (see
next paragraph). Figure 6.12 illustrates the different scenarios for the number of
protons detected on each side of the AFP spectrometer, and the resulting necessity

for requiring exactly one proton per side. In an event where at least one side of
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<1 proton on at least 1 side Exactly 1 proton on both sides >1 proton on at least 1 side

Figure 6.12: Examples of the different possible scenarios for a given event of how
many protons are detected on each side of the AFP spectrometer.

the AFP spectrometer has no proton reconstructed (left in Figure 6.12) the missing
mass method cannot be applied, since the total energy available to the central in-
teraction cannot be determined without measuring both signal protons. However,
frequently at least one side of the AFP spectrometer will have multiple protons
reconstructed (right in Figure 6.12) due to multiple diffractive interactions produc-
ing pile-up protons, which creates the dominant combinatorial background for this
analysis. In such events, it is not possible to distinguish which of the reconstructed
protons, if any, originated in the signal interaction, as kinematic matching (as is
possible for exclusive dilepton production with Equation 4.2) cannot be performed
with this central state due to the presence of missing mass. Therefore, the only state
which can be accepted is one where exactly one proton is detected on both sides
of the AFP spectrometer, allowing the missing mass to be reconstructed, with the
assumption that both measured protons originate in the signal interaction. In fact,

this is not always the case, as explored in more detail in Section 6.6.2.

This requirement of exactly one proton per side complicates the proton component
of the event pre-selection, as the signal region requires a tighter proton £ selection
of 0.035 < ¢ < 0.08, as discussed in the next section. If the pre-selection simply
required exactly one loose proton per side, then the signal region requiring exactly
one tight proton per side would not be fully contained in the corresponding sample.
An example event which passes the signal selection, but would not pass this version
of the pre-selection due to the presence of an additional loose pile-up proton, is illus-
trated in Figure 6.13. Therefore, to avoid missing such events in the pre-selection,
the requirement is extended to allow for either exactly one loose proton per side of

the AFP spectrometer or exactly one tight proton per side.
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Passes
0.035<¢£<0.08
Passes
0.02<€<0.12

Fails Pre-selection:
2 protons on Side C

Passes Final selection:
1 proton per side

Figure 6.13: Example event with more than one loose proton per side, but exactly
one tight proton per side, which passes the signal selection but fails a pre-selection
requiring exactly one loose proton per side.

6.5.5 Signal Selection

The final signal selection, which is applied to pre-selected events to separate potential
signal events from the majority of the background, is summarised in Table 6.3. The
identification working points for electrons and muons are tightened to LooseAnd-
BLayer and Medium, respectively, to increase the quality of the leptons considered
for signal events. Optimisation studies were performed into the different available
lepton selection and isolations working points, and no significant effect was observed
on the final results of the analysis, so these were chosen as a balance between qual-
ity and higher statistics. The dilepton system is then selected from the highest pr
lepton in the event and the corresponding particle of the same flavour and opposite
charge with the next highest pr, determining the lepton channel to which the event

contributes.

To remove quarkonium resonances, arising from the leptonic decays of mesons such
as J/¢ (cc) and T (bb) and observed particularly in the muon channel, a cut on
the total invariant mass of the dilepton system is imposed at 50 GeV. Despite all
the considered signals having the mass of the visible boson at the value of the Z
boson mass, and the corresponding distribution in data being dominated by the Z
boson resonance, a specific cut targeting this was not employed in order to remain

independent of this particular model component (allowing, for example, variation of
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Feature Signal Region Criterion
Electrons

Kinematic pr > 18 GeV
Identification LooseAndBLayer
Muons

Kinematic pr > 15 GeV
Identification Medium
Dilepton

Charge qe, + 46, =0
Kinematic pr > 20 GeV
Mass myee > 50 GeV
Track number N2 vy = 0
Protons

0.035 < £ < 0.08
NEAR station track x < —3.5 mm
Number of stations Double only

Kinematic

Table 6.3: Summary of the selection for signal events in each signal region, in
addition to the pre-selection detailed in Table 6.2.
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the S5 mass in the di-ALP model).

In addition, to take advantage of the significant difference between the transverse
momentum of the dilepton system observed for signal events in Figure 6.9 and for
data where the visible boson is typically produced with minimal transverse momen-
tum, a cut of p& > 20 GeV is imposed. An optimisation study was performed into
the value of this cut by determining the expected cross section upper limits for each
signal model with dilepton pr cuts of 0, 10, 20 and 30 GeV applied. The ratio of
the obtained limits was then found between progressively increasing thresholds to
determine the highest value where improved limits are consistently observed. The

limit ratios are shown in Figure 6.14. Improvement in sensitivity is consistently
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Figure 6.14: Comparison of the ratio of the expected cross section upper limits
obtained for each signal model between progressively increasing dilepton pr cuts.

observed for progressively higher thresholds, until the threshold is increased from
20 to 30 GeV, at which point some models start to lose sensitivity due to extremely
low statistics. Therefore, the value of 20 GeV was chosen as a balance between all
considered signal models, resulting in an overall 2-4 times improvement in sensitiv-
ity compared to having no dilepton pr cut. The final central signal criterion is the

track veto, described in detail in Section 6.5.6.1.

For the proton component of the events, the signal selection accepts only protons
reconstructed from tracks in both AFP spectrometer stations, and additionally re-

quires that the track segment = coordinate in the NEAR detector satisfies x < —3.5
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mm, to ensure high quality reconstruction. A tighter cut of 0.035 < & < 0.08 is
imposed on signal protons, to restrict the selection to the region in which the proton
reconstruction efficiency is well understood, as explained in Section 4.2. In addition,
this was observed to reduce the significance of the time dependence of the shape of
the missing mass spectrum. Figure 6.15 shows the my distributions in data sepa-
rately for each data-taking period throughout 2017, with each period corresponding
to a subsection of events recorded within a relatively small time window, such that

any differences in detector conditions should be minimised. Small differences are

> —
8 —— Period C 2
o Period E O 750
500 : -
2 Period F A
9 —— Period H a U— aa—
3 —— Period | 2
2400 Z 700
= —— Period K o
c
)
300 =
=
> 650
200 -+ Period C
600 Period E
100 HH Per!od F
-+ Period H
550/ " Period |
0 = 1+ Period K
0 200 400 600 800 1000 1200 1400 30.0 325 35.0 375 40.0 425
Missing Mass [GeV] Actual u
(a) Missing mass distributions (b) Mean mx as a function of u

Figure 6.15: (a) Missing mass distributions and (b) average missing mass (my)
versus average interactions per bunch crossing (u) separated by data-taking period,
with the loose 0.02 < ¢ < 0.12 proton selection applied. The different normalisations
in (a) are expected due to the total integrated luminosity differing between each
data-taking period. The error bars in (b) correspond to errors on the mean values.

observed between the myx distributions in each period, with slightly different widths
and peak values. This is emphasised in Figure 6.15b, which plots the average missing
mass in each period against the average interactions per bunch crossing p within that
period. There is some evidence here for two distinct sets of data: Periods C-F have
a lower average mx ~630 GeV, while Periods H-K have a higher average mx ~ 710
GeV; with no obvious dependence on the level of pile-up. This transition suggests

a change in conditions between periods F and H, and is likely to be explained by
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the change in the AFP spectrometer insertion settings which occurred twice during
2017 data-taking as detailed in Table 4.2. The closer approach of the detector to
the beam changes the acceptance of the detector, allowing higher values of mx to
be reconstructed with higher efficiency. To remove this time dependence and keep
the observable distribution consistent across the full dataset, the proton acceptance
is restricted to the tightened range of 0.035 < ¢ < 0.08. As shown in Figure 6.16,
this results in the differences in mean reconstructed my values between the differ-
ent periods dropping to around 20 GeV, well below the resolution measured for the

missing mass method in Section 6.2.1. This tightened cut reduces the upper limit of
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Figure 6.16: (a) Missing mass distributions and (b) average missing mass (mx)
versus average interactions per bunch crossing (u) separated by data-taking period,
with the tightened 0.035 < £ < 0.08 proton selection applied.

reconstructed missing mass observed in data from around 1200 GeV to 1000 GeV,

as expected from the study in Section 6.2.2.

6.5.6 Fiducial Selection

The analysis is performed with respect to a limited fiducial volume, which is a defined

region of phase space corresponding to the sensitive regions of the detectors with
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well-understood efficiency, which yield high signal efficiency and low background.
This volume is defined following the signal region event selections described in Sec-
tion 6.5.5. This is required due to the wide kinematic spectrum of the ZX system
in each of the considered signal models, causing many generated signal events to
fall outside of detector acceptance, particularly the AFP spectrometer acceptance
of 0.02 < £ < 0.12, as discussed in 6.4. Table 6.4 summarises the defined fiducial
volume, with the corresponding selection applied to the generator-level kinematics

of the final state signal particles. For the final fits shown in Section 6.9, simulated

Feature Criterion

Same flavour, opposite charge

Electrons pr > 18 GeV
In| < 2.47
Same flavour, opposite charge
Muons pr > 15 GeV
In| < 2.4
. Mye > 50 GeV
Dilepton system P> 20 GeV
Protons 0.035 < £ < 0.08

Table 6.4: Summary of fiducial volume selection criteria for signal events.

signal samples are normalised with respect to this fiducial volume, such that the
resulting limits set on the cross section correspond to fiducial cross sections, only
measured within this volume of phase space. Signal events falling outside this fidu-
cial volume are considered as an additional background component, as discussed in

detalil in Section 6.6.

The generator-level efficiency of the fiducial selection for each signal model is shown
in Figure 6.17. These efficiencies account for the efficiency of the generator-level
forward filter described above. To verify that these do not introduce any selection
bias, additional samples of the SUPERCHIC Z + X model were produced without
the generator-level filter applied at hypothesised signal masses of myx = 300, 600
and 1000 GeV and their fiducial selection efficiency was determined. As shown in

Figure 6.17, these efficiencies match the filtered sample efficiencies within statistical
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Figure 6.17: Fiducial selection efficiency of each signal model in the (a) muon and
(b) electron channel. Efficiencies calculated from additional SUPERCHIC samples
without generator level filters applied are overlaid to verify that the filter efficiency
is correctly accounted for.

fluctuations for the limited points at which they are evaluated, verifying that no
bias is present. These plots also show extremely low efficiencies for the SUPERCHIC
model with myx > 900 GeV and both MADGRAPH models for my > 800 GeV,
demonstrating that sensitivity is lost for signals above these thresholds due to the
limited acceptance of the AFP spectrometer. Therefore, signal masses beyond these

limits are not considered for the final result.

6.5.6.1 Track Veto

The most important background suppression requirement utilised in the analysis is

the track veto, which requires that there are no ID tracks present in addition to

the tracks comprising the signal leptons within a certain threshold of |zfack — 2|

around the dilepton vertex. Here 2z is the track z position relative to the primary
vertex of the event, and £’ = (25" + 2(?)/2 is the dilepton vertex z position, taken
as the average of the z positions of the two signal leptons ¢, 5. The track veto,

denoted NMdow — () removes non-exclusive processes (with inner detector activity
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Figure 6.18: The estimated efficiency for signal and background processes in data
with respect to the track veto selection with different considered window sizes (cor-
responding to the minimum allowed track distance from the dilepton vertex).

in addition to the two signal leptons) with very high efficiency. This applies to the
majority of the processes which contribute to the background for this analysis, with

additional particles such as jets produced alongside the dilepton system.

The estimated efficiency for signal and background processes with respect to this
selection is shown in Figure 6.18, for different considered window sizes, with larger
window sizes yielding lower selection efficiency due to a higher probability of finding
an additional track within larger windows. This demonstrates the effectiveness of
this selection, with over 99.9% of background events removed even for the loosest

considered window size of 0.5 mm.

However, a small proportion of signal events are also removed by this selection, even
though the signal is exclusive and so does not produce any additional tracks in the
central detector. This arises from random independent pile-up vertices producing
tracks within the set window around the dilepton vertex. The probability of this
occurrence for a given window size is estimated from data by selecting a random 2z
position in each event and testing whether any tracks not originating from the signal
process fall within the given window of this position. To ensure the distribution of
these randomly selected points is representative of the expected signal vertex distri-

bution, the primary vertex position of the previous event in the dataset is used. This
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method determines the expected “exclusive efficiency” for a given window size, which
is shown alongside the expected background efficiency in Figure 6.18. An alternative
pile-up based method to estimate the exclusive efficiency was used in several previ-
ous analyses using track veto selections [85, 87]. This method was tested and gave
compatible results with the method described above. An optimisation study was
performed for the size of the track veto window between the potential values plotted
above, and the window size was found to have a negligible effect on the resulting
sensitivity, with the increased background removal for larger windows balanced by
the reduced signal efficiency. Therefore, the minimum considered window size of 0.5

mm was chosen to maximise the available statistics.

The track veto signal efficiency can also be estimated directly from the simulated
signal samples as the fraction of events passing the selection, as shown in Figure 6.19

as a function of the signal mass. Consistent efficiencies are observed across all signal
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Figure 6.19: Track veto signal efficiency observed directly in simulated signal samples
as a function of signal mass, for each model and lepton channel.

masses, which is expected since the presence of additional tracks arises from pile-up
interactions independent of the signal properties. Efficiencies of 34(38) + 3% are
observed in the electron (muon) channel, with the lower efficiency in the electron
channel likely due to extra tracks produced within the window from the signal

electrons via bremsstrahlung photon emission, followed by electron pair production.
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Slight differences are observed between the values of track veto signal efficiency
estimated from data and those from simulated signal, arising partly due to the
differing beamspot size between data and simulation described in Section 6.4, and
partly due to small mismodelling effects in the simulation. Therefore, a systematic
is assigned to the signal normalisation to account for this difference, as described in

detail in Section 6.7.1.

6.5.7 Low-pr Tracks

6.5.7.1 Reconstruction in Data

During the analysis the use of “low-pr tracks” was investigated as a potential means
to increase sensitivity. These are ID tracks with 100 < pr < 500 MeV, which are
not provided by the default ATLAS experiment track reconstruction described in
Section 3.3.1, which only reconstructs tracks with pr > 500 MeV, hereafter referred
to as “high-pr tracks”. Low-pr tracks are reconstructed using a recently developed
technique requiring an additional processing step for data [199]. By adding low-pr
tracks into consideration for the track veto selection described in Section 6.5.6.1,
much softer tracks from the additional event activity expected in background pro-
cesses can be included. This is currently being investigated as an extension of an
existing ATLAS collaboration analysis measuring photon-induced W*W~ produc-

tion [87], with up to a factor of 5 increase in background suppression observed.

The dedicated low-pr track reconstruction process is highly computationally expen-
sive and slow, and therefore it is used in conjunction with an “event picking” service
which selects only specified events for reconstruction, creating a reduced sample size
to reduce computation time. A filtered data sample was produced by cutting on the
maximum number of standard high-pr ATLAS tracks with pr > 500 MeV within
the 0.5 mm window of the dilepton vertex in each event. Since any event passing
the eventual “low-+high-pt” track veto including low-pr tracks would necessarily

have zero high-pr tracks within the veto window, this filtered event sample includes
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every potential event which could enter the signal region. Events with higher num-
bers of high-pr tracks within the veto window than the cut value will not enter the
signal region, and therefore it is not worth performing the additional reconstruction
step for these events. Figure 6.20 shows the number of events passing the pre-
selection, as described in Section 6.5.4, with different limits of additional high-pr

tracks within the 0.5 mm veto window. A threshold of N):2/%%, \, < 15 was chosen

p
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Figure 6.20: Number of data events as a function of the maximum number of addi-
tional high-pr tracks with 0.5 mm of the dilepton vertex.

yielding around 3 x 10° events across both channels, which is low enough to perform
low-pr track reconstruction efficiently while maximising statistics for more detailed

background studies within the analysis.

The filtering process does not introduce any bias into the data, since the final se-
lection uses a tighter cut of N)-2Xe6 \ v = 0. However, it does affect the data-
driven background model produced with the event-mixing procedure described in
Section 6.2.3, as it defines the sample of pre-selected data events available for mix-
ing, altering which events are combined in the background model. However, for a
background model averaged over a sufficiently large number of orthogonal event-
mixed samples, any difference due to this effect will become negligible, which was
verified by comparing several filtered and unfiltered background models produced

with different ranges of event-shift ¢, as shown in Figure 6.21. Initially, for a single
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Figure 6.21: Comparison of background models produced using normal data versus

filtered data with a cut of N>\ < 15 imposed on the number of additional

high-pr tracks within 0.5 mm of the dilepton vertex, using different numbers of
summed event-mixed samples. Results are shown for the muon channel. The red
and blue lines on the ratio plots show the statistical uncertainty (v/N) of the corre-
sponding distributions in the top panels. The same level of agreement is observed
in the electron channel.

event-mixed sample, there are visible differences between the background models due
to statistical fluctuations. However, when a high number of orthogonal event-mixed
samples are combined across the range of event-shifts 2 < ¢ < 101, the differences
become increasingly small, verifying that no bias is introduced by the filtering pro-
cess. This is the range of event-shifts which is used for the data-driven background

model, as described in detail in Section 6.6.1, and so no bias is expected.

6.5.7.2 Selection

Several quality control criteria are applied to low-pr tracks analogous to the Loose
quality working point applied to high-pt tracks described in Section 6.5.3. These

selections are as follows:

e pr > 100 MeV
e Number of SCT holes < 2

e Number of pixel holes = 0
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e Number of pixel hits + dead modules > 4
e dy/og, < 3.0 for tracks with pr > 250 MeV
e There must be a hit in either the IBL or the B-Layer if no hit in the IBL is

expected

The following additional criteria are also imposed to significantly reduce the rate of

fake tracks, which are prevalent when reconstructing tracks with such low energy:

In| < 2.5

’do’ <1

|Z[)| <1

e pr > max(120, 81.5/sin(6)) MeV

Overlap removal for low-pr tracks with the tracks associated with the lepton candi-

dates is performed using a AR < 0.01 cut.

6.5.7.3 Low+High-pr Track Veto

As introduced above, the selected low-pt tracks were included into consideration
for the track veto to give the “low+high-pr” track veto selection. The signal and
background efficiencies of this tightened track veto were estimated in simulated
Z+jets samples for the same range of window sizes considered above for the standard
track veto, now referred to as the “high-pt” track veto. These are plotted alongside
the efficiencies estimated for the high-pt track veto in Figure 6.22. This consistently
shows an improvement in background rejection by around a factor of five over the
high-pr track veto across all window sizes as expected, with only a 10-20% decrease
in signal efficiency, where the ratio is generally largest for smaller window sizes.
The optimisation study performed above was repeated with the inclusion of low-

pr tracks, and the same results were obtained, with no significant effect of the
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Figure 6.22: Comparison of estimated background and signal event yields in sim-
ulated Z+jets events obtained when applying high-pr versus low-+high-pt track
vetoes for different considered window sizes. The signal event yield is scaled to an
arbitrary cross section, as only the ratio between the two veto yields is considered.

chosen window size on the resulting sensitivity. Therefore, the 0.5 mm window was

maintained to maximise the available statistics.

The results of the analysis obtained applying both the standard high-pt track veto
and the extended low-+high-pt track veto are considered separately. This results
in two corresponding signal regions, with the high-pr signal region corresponding
to the selection given in Table 6.3. The tighter low-pr signal region corresponds to
the same selection, with the only difference being the lower pr threshold for tracks
considered in the track veto, changing the corresponding requirement in Table 6.3

0.5 mm _
to NpT>100 Mev = 0

6.6 Background Modelling

The dominant source of background in the analysis is a combinatorial background
produced when central dilepton systems arising from non-signal SM processes are
wrongly combined in reconstruction with unassociated protons originating in in-

dependent pile-up interactions. This is illustrated in comparison with the signal
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process in Figure 6.23, with each pile-up proton typically coming from different

single-diffractive processes. Such processes have cross sections on the order of tens

Signal ’ ( Background

p
p
AFPC

D AFP A

/ (

Figure 6.23: Comparison of signal events to the dominant combinatorial background
process for the analysis.

of millibarns, so when combined with relatively high cross section central dilepton
production processes this produces a large background. Several SM processes are

considered which contribute to the central component of the background:

Z+jets production

Top quark production: Wt and tt

Diboson production: WW, WZ and ZZ

Photon-induced dilepton production: ¢¢, WW

Misidentified leptons
Since all the above processes give similar kinematic distributions in the final state

under the signal selection, they are treated as a single combined background, hence

the “combinatorial” nature of the background.

6.6.1 Data-driven Modelling Method

The combinatorial background is modelled in the analysis using a data-driven

method called event mixing, described in detail in Section 6.2.3. The use of this
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data-driven approach is hugely advantageous, as all events are drawn directly from
data and so the resulting kinematic distributions and event yields match exactly to
the expectation from data. This removes the need for any simulation to be used in
the background modelling, which simplifies the analysis as the corresponding cor-
rections required for matching simulated distributions to data, including the overall
event yield, do not need to be considered. Furthermore, the associated uncertainties
and mismodelling effects discussed in Section 2.4 do not affect the background mod-
elling. This results in very small systematic uncertainties in the final result, with
the majority arising from the signal simulation, which have much smaller effects on

the results than uncertainties in the background modelling.

Additionally, the event-mixing procedure allows many different uncorrelated samples
to be produced, since each value of event-shift ¢ yields a unique combination of the
lepton and proton data. These background samples can then be combined and
averaged to produce a much larger statistics model of the background, reducing the
statistical uncertainty significantly. The event-shift can take any value in the range
0 << N —1, with ¢ = 0 corresponding to the unaltered dataset which could
contain signal, and ¢ > 0 corresponding to a different model of the background for
each i. As described in Section 6.3.1, a sample with event-shift i = 1 was used as
the blinded dataset during the analysis, so only orthogonal samples with ¢ > 2 were
considered for the background model. A study was performed on the estimated
statistical uncertainty of the background model as a function of the total number of
orthogonal background samples (each corresponding to a different value of ¢) which
are averaged over to produce the full high-statistics model. This study is described
in detail in Section 6.7.3. As a result of this study, it was chosen to use a total of 100
background samples, for a balance between minimising uncertainty and computation
time. Therefore, event-mixed samples with event-shifts range 2 < i < 101 are

averaged over to model the combinatorial background.

In order to ensure that the data-driven background model correctly accounts for all
expected contributions to the combinatorial background, an alternative background

model was produced using simulation. All of the contributions to the central dilepton
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background listed above were included using MC samples, except for the misiden-
tified lepton contribution which was modelled using a same-sign lepton selection
in data. This validation is described in detail in Appendix A, and the resulting
comparison between the missing mass distributions from the data-driven and sim-

ulated models are shown in Figure 6.24 for each lepton channel. Good agreement
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Figure 6.24: Reconstructed missing mass my distributions from the combined sim-
ulated background model produced with all considered background contributions,
after all signal selections are applied except for the track veto and dilepton pr cut,
in the (a) muon and (b) electron channels.
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is observed within the expected degree of statistical fluctuation in both channels,

validating the accuracy of the data-driven model.

6.6.2 Signal-induced Background

If a signal exists, then an additional, signal-induced background arises from signal
events where at least one of the signal protons does not fall within the signal selection
of 0.035 < £ < 0.08. If a single pile-up proton from an independent interaction which
does fall within the signal selection is instead measured on the corresponding side of
the AFP spectrometer, then the reconstruction will be carried out with this incorrect
proton, leading to an inaccurate value of the missing mass. This “mismatched

proton” effect is illustrated in Figure 6.25. Typically, this occurs in events with very

Matched Protons Mismatched Proton/s
p
| AFPC
[ AFPA [ AFPA
p
Figure 6.25: Example of an event with both signal protons correctly measured by
the AFP spectrometer (left) and an event where one of the signal protons is missed

by the AFP spectrometer and a single pile-up proton from a background interaction
is measured in its place (right).

high signal proton &, and since high proton energy loss is balanced in signal events
by high dilepton four-momentum, when a mismatched, lower £ proton from a pile-
up interaction is instead used in Equation 6.1 this can sometimes lead to negative
values of reconstructed m3. Clearly this is non-physical, resulting in imaginary
values of mx. To illustrate this effect, lepton kinematic distributions are compared
between simulated signal events from a single sample with positive and negative
values of reconstructed m% in Figure 6.26, showing the expected relation of higher
lepton momenta in events with negative reconstructed m%. These events are easily

discarded in the selection, by requiring m% > 0 at reconstructed level. However,
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Figure 6.26: Comparison of lepton kinematic distributions in events with positive
versus negative reconstructed missing mass.

often reconstruction using an incorrect pile-up proton will lead to a positive value

of m%, giving a valid missing mass, which is more difficult to handle.

A detailed investigation was carried out into the nature of this background and
how to mitigate it, as presented in Appendix B. Ultimately, it was found that the
fiducial selection applied to signal samples as described in Section 6.5.6 removes
most of this background for the majority of hypothesised signal masses. For models
with mx = 900 GeV, 10% of the signal yield is still found to originate from this
mismatching process. However, a narrow mass window is applied in the final fits,
as described in Section 6.8.2, which further removes the signal-induced background.
Any remaining contribution is therefore negligible in the final fits, and so it is not

included.

6.7 Systematic Uncertainties

Two main categories of uncertainty must be considered in the analysis: statistical
and systematic. Statistical uncertainties relate to the finite size of the considered
dataset, which leads to random fluctuations in event yields due to the stochastic
nature of particle interactions. Any other uncertainty which arises due to the ex-

perimental methodology must be accounted for as a systematic uncertainty. This
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covers uncertainties related to detector resolution and calibration, reconstruction
methodology and modelling of signal and background processes, which can affect
both the shape and overall yield of the observable distribution. The following sec-
tions describe the sources of systematics uncertainty considered for this analysis and

the methodology for determining their effects on event yields.

6.7.1 Central Detector Uncertainties

Several experimental systematic uncertainties relating to the central detector are
considered, which are mostly investigated by parametrising their effect on the sim-
ulated signal samples. Uncertainties arise in lepton reconstruction from the cali-
brations applied to energy and momentum scales and the track resolutions of the
ID and MS. In addition, as discussed in Section 3.3, a range of scale factors are
applied to simulated samples to match lepton reconstruction efficiencies in simu-
lated samples to those observed in data, determined via tag-and-probe analyses.
The corresponding uncertainties are included as systematics, with reconstruction,
identification and isolation efficiencies considered for both lepton flavours and track-
to-vertex association additionally considered for muons. Each scale factor is varied
by its uncertainty in simulation and the analysis chain is rerun, to determine the
effect on the final observable distribution. The same procedure is used to account
for uncertainties in the modelling of trigger inefficiencies for both lepton flavours.
The scale factor applied to match the distribution of pile-up interactions between
simulation and data carries an uncertainty of 4%, which is additionally propagated
as a systematic uncertainty, and an uncertainty of 1.13% on the total integrated

luminosity of the selected dataset is applied [200].

The final central systematic considered is the uncertainty on the signal efficiency of
the track veto selection. This arises due to uncertainties in the modelling of pile-
up interactions, and less significantly due to the difference in the distributions of
beamspot size between the samples, as discussed in Section 6.5.6.1. This uncertainty

is taken from the difference observed between efficiency estimates made from data
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and simulated signal samples. This systematic also covers the uncertainty in the

modelling of the tracking efficiency and fake-rate.

The track veto signal efficiency uncertainty is determined by comparing the efficiency
measured directly from the simulated samples, the “lepton vertex efficiency”, to the
pile-up based exclusive efficiency estimate described in Section 6.5.6.1, which selects
a random position on the z axis in each event and assesses whether a signal vertex in
that position would pass the track veto. Both methods are applied to the simulated
signal samples to allow for a direct comparison, and the results are averaged across all
signal models and masses to give high statistics, since it was shown in Section 6.5.6.1
that the signal efficiency is consistent with being independent of both signal model
and mass. Figure 6.27 shows the resulting efficiency estimates from each method,
measured as a function of the mean number of interactions per bunch crossing pu.

The track veto signal efficiency is strongly correlated to the value of u, since it arises

i

. . . . . 3 . . . . . .
4 Pile-up based method in MC 3 0.9 { Pile-up based method in MC

3 ] oy E
g 095 5 =
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Figure 6.27: Comparison of track veto signal efficiencies estimated as a function
of the mean number of interactions per bunch crossing p, using a pile-up based
approach and calculated directly from the lepton vertex, in simulated data in the
(a) muon and (b) electron channels. The ratio is fitted to a quadratic polynomial
to reduce statistical fluctuations, and the fit range is limited to within 20 of the
mean value of p to remove outliers.

directly from the random coincidence of pile-up tracks with the signal vertex within
the closed 0.5 mm window, which becomes increasingly likely with a larger number of
pile-up vertices. The efficiency distributions are fitted to second-order polynomials
to reduce the effect of statistical fluctuations. The fit is restricted to the region of

within 420 of the average value measured in data (corresponding to pu = 35+£22), to
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remove outliers. The maximum deviation of the ratio from unity in the resulting fits,
shown overlaid in Figure 6.27, is taken as the track veto signal efficiency uncertainty.
The uncertainty is determined separately in each lepton channel, due to the different
reconstruction methods for each lepton flavour, resulting in uncertainties of 5.2% in

the muon channel and 12.9% in the electron channel.

The electron channel uncertainty is significantly higher. This arises due to a reduced
direct efficiency estimate from simulated signal vertices compared to muons, since
the pile-up based methods agree between the two lepton channels. This is following
an adjustment to the track selection for this study, which increased the AR threshold
given in Section 6.5.3 used to remove tracks corresponding to the signal leptons from
consideration for the track veto, from 0.01 to 0.1 for the electron channel. This is
done to remove a significant proportion of tracks observed in the low AR region
around the dielectron vertex which was not observed in the muon channel. This
peak is attributed to pair production from bremsstrahlung photons emitted from the
signal electrons, and caused an even higher uncertainty to initially be observed in
the electron channel. The remaining difference is attributed to the track-to-vertex
association cuts applied for electrons described in Section 6.5.1, which have been
observed in previous analyses to cause this discrepancy between the lepton channels
[85, 87]. An additional contribution is expected from less energetic bremsstrahlung
photons producing electrons at higher AR that cannot be separated from other

tracks.

The above study was repeated with the inclusion of low-pr tracks yielding slightly
increased uncertainties of 6.5% in the muon channel and 16.0% in the electron
channel. In the final results a combination of both lepton channels is additionally

considered, for which the electron uncertainty is used because it is larger.
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6.7.2 Forward Detector Uncertainties

Several dedicated systematic uncertainties are considered related to both the AFP
spectrometer and forward proton reconstruction, falling into two categories. Those
in the first category are similar to the central systematics listed above, account-
ing for uncertainties on measured quantities. The uncertainty of 300 pm on the
global alignment procedure detailed in Section 4.4.2 is included as a systematic,
with the SiT station positions shifted in either direction by this uncertainty before
rerunning the proton reconstruction, to determine the effect on the final observ-
able. In addition, an uncertainty of 4 mrad on the local rotational alignment of the
planes within each station is included in the same manner. The uncertainty on the
proton transport simulation used to determine proton energy loss ¢ from the x po-
sition measurement provided by the AFP spectrometer, as discussed in Section 4.3,
is accounted for by recalculating the proton properties using alternative transport
simulations in which the beam slope is altered by £50 urad. Finally, a systematic is
included accounting for the uncertainty on the reconstruction of simulated protons
in the AFP spectrometer. As discussed in Section 2.4, smearing is applied to the
properties of truth-level protons to simulate the resolution of AFP reconstruction.
The degree of applied smearing was optimised to match the reconstructed resolution
observed in data as closely as possible, and +0.05 mm is taken as a conservative
estimate of the systematic for this property. Truth-level signal protons were recon-
structed using the corresponding altered smearing values and the effect on the signal

event yield was observed.

The second category includes several systematics which alter the proton reconstruc-
tion method relative to the nominal procedure detailed in Section 4.3. The consid-

ered systematics and their effects on proton reconstruction are the following:

e CLUST _NEIGHBOUR modifies the search space for neighbouring AFP
SiT plane hits when reconstructing clusters from looking only in rows (z) to

looking in both rows and columns (x — y).
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e TRK _FIND_DIST modifies the maximum allowed distance between clusters

in the track reconstruction from 0.5 mm to 0.4 mm.

e TRK FIND_CLUST modifies the minimum required number of clusters in

the track reconstruction from 2 to 3.

e TRK SEL_MATCH modifies the cut on the distance between track posi-

tions in the x — y plane in the proton reconstruction from 2 mm to 1 mm.

The effect of each of these systematics can be evaluated for both simulated signal

and data, to verify that the expected variations are observed.

Very small effects are observed for the CLUST_NEIGHBOUR and TRK_FIND_DIST
systematics, which have minor effects on reconstructed cluster position and track
reconstruction, respectively. A larger effect is observed for TRK_FIND_CLUST,
which is designed to probe any inefficiency in the AFP spectrometer SiT planes
which is not accounted for by the dedicated GRL by requiring an extra cluster per
track over the default two, which typically will require three out of four planes in a
station to have hits. Based on the estimated efficiency of individual SiT planes of
at least 90% discussed in Section 4.5, the probability of observing a hit in at least
two planes in a given station from an incident proton is > 99%, which reduces to
around 95% for the tighter requirement of hits in at least three planes. This can be
propagated to suggest a 5-10% effect on event yields from the tightened selection
imposed by TRK_FIND_CLUST.

The effect of the TRK_SEL_MATCH systematic changes depending on the sample
tested, as this variation tightens the requirement in double-station reconstruction
on the transverse distance between the tracks in each station. This should have a
minimal effect on intact protons, such as those expected from the signal process, and
these are scattered at very small angles with respect to the beamline and therefore
should not move a significant distance in the transverse plane in the gap between
two AFP spectrometer stations. However, in background processes, protons can

interact in the sensitive layers or the RP windows, causing a shower of particles to



3334

3335

3336

3337

3338

3339

3340

3341

3342

3343

3344

3345

3346

3347

177 CHAPTER 6. MISSING MASS SEARCH IN PROTON-TAGGED DILEPTON
EVENTS

form between the two stations. This leads to shower particles which are scattered
at high angles, which fail the tightened track matching criteria. Therefore, a large
effect is observed for this systematic in data and background samples, but not in

signal samples.

An issue was encountered with the TRK_FIND_CLUST systematic in data, which
showed an unexpectedly large effect of around 95% due to only two out of four planes
in the AFAR station being active for large parts of 2017 data-taking. This can be seen
in Figure 6.28, which shows the number of reconstructed clusters in each AFP SiT

station for double-station reconstructed protons in nominal data. The mean number

— X:LOS T T T T —l X103 T T T T

~ 250 ATLAS Work in Progress Integral = 2.41e+05 ~ E ATLAS Workiin Progress Integral = 2.41e+05
2 F Vs=13Tev,14.7 fo™* Mean = 4.22 £ 250 s=13Tev,14.7 " Mean = 2.17 -
S opQL PP - PPEGmX Std Dev = 0.742 g F bp - ppzuix St Dev 2 0 567 ]
z F 1 z 200? *;
150F E 150+ 3
100> E 100 3
50- E 501 E

0O 2 46 8 10 00 24 6 8 10
Number of Clusters in Track Number of Clusters in Track
(a) ANEAR (b) AFAR
3 3
— 24025‘1‘(‘)‘“"\““‘““\“‘“““\““““‘\“““““: — 220;‘1“0“‘“\“““‘“\‘“‘““‘\““““‘\“““ |
-~ 220; ATLAS Work in Progress Integral = 2.4e+05 3 ~ E ATLAS Work in Progress Integral = 2.4e+05 3
£ 5QQL Vs=13Tev, 14710 Mean = 4.12 E 2 200EF \s=13Tev, 14710 Mean = 3.37 E
§ 1800 PP - PPHGMX StdDev=0838 3 ¢ 180F pp — pZ(ux StdDev=0839
Z 160- E z 160- 3
140E = 140> 3
1205 3 120t E
100 E 100 E
80K E 80 E
60C E 605 3
40- E 40 E
20 E 20F E
[0S y = [0S y : =
0 2 4 6 8 10 0 2 4 6 8 10
Number of Clusters in Track Number of Clusters in Track
(c) CNEAR (d) CFAR

Figure 6.28: Number of reconstructed clusters per proton track in each AFP SiT
station for double-station reconstructed protons across the nominal dataset.

of clusters reconstructed in AFAR is very low at 2.17, compared to 3.37 for the CFAR
station. This means that when the proton track requirement is increased from at
least 2 clusters to at least 3 clusters per track, only 12% of previously reconstructed
protons on Side A are accepted, compared to 95% efficiency on Side C. To decouple
the effect which the TRK_FIND_CLUST systematic is meant to study from this issue
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with AFAR in 2017, the measured efficiency of Side A must be ignored. Instead, the
effect of the tightened cluster requirement is estimated by assuming that without
this issue, the efficiency of Side A with respect to this tightened requirement would
be the same as observed on Side C (95%). Applying this estimation yields corrected
overall efficiencies of the tightened cluster requirement of 90.5% in the muon channel
and 90.3% in the electron channel. This correction was also determined bin-by-bin
across the missing mass distribution to account for any shape dependence, to obtain

the distributions shown below.

Figure 6.29 shows the effects observed in data from each systematic variation dis-

cussed above. This exercise was performed both on blinded and unblinded data,
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Figure 6.29: Missing mass distributions in blinded data for each AFP systematic
which affects proton reconstruction methodology (a) before applying the track veto
selection and (b) after applying the high-pr track veto.

and the data-driven background model, with compatible variations observed in ev-

ery case.

In the case of the simulated signal samples, smaller variations on the order of a few
percent are observed for TRK_FIND_CLUST, with the other systematics having
negligible effects, as expected. The effect of these systematics on the simulated
signal are included alongside the other AFP systematics listed above in the final

fits.
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6.7.3 Modelling Uncertainties

As described in Section 6.6.1, a data-driven background model is produced using
the event-mixing procedure presented in Section 6.2.3. A high-statistics model is
produced by averaging over multiple samples with different values of event-shift
7, which by construction are all orthogonal to each other. Modelling systematics
affecting the data-driven background model were considered from several potential

sources.

The statistical uncertainty of the background model was evaluated using bootstrap-
ping, whereby many replicas of the sample are created, with each event in each
sample assigned a random weight drawn from a Poisson distribution with a mean
of 1. The statistical uncertainty on the observable distribution of the background
model can then be determined from the standard deviation of the height of each bin
among the replicas. Figure 6.30 shows the results of bootstrapping for background
models produced by averaging over N = 1,10 and 100 orthogonal event-mixed

samples. As expected, for larger numbers of samples, the statistical uncertainty
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Figure 6.30: Bin-by-bin statistical uncertainty determination for the event-mixed
background model estimated using bootstrapping, for different numbers of averaged
orthogonal event-mixed samples N. The uncertainties are shown for each bin in the
top panel, with the fractional uncertainty (divided by the absolute value) shown in
the bottom panel.

decreases significantly, from around 10% for a single sample to 1% for 100 samples,
with a slow variation across the missing mass distribution depending on individual

bin height. Further improvement can be obtained using even more samples, with
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around 0.3% uncertainty estimated for 1000 samples. However, generating such a
large number of samples is computationally expensive, and therefore 100 samples

were chosen for a balance between low uncertainty and low computation time.

In addition to the statistical uncertainty, several potential sources of systematic
uncertainty arise from the event-mixing procedure. Firstly, any time dependence of
the data-taking conditions for the ATLAS detector or the AFP spectrometer would
introduce potential differences between the events which are mixed together to form
the background model, which could affect the final observable. However, this was
already investigated in Section 6.5.5 and it was found that the tightened £ selection
in the signal region relative to the detector acceptance reduced any time variance
of the mean reconstructed missing mass to below the resolution of the missing mass

method. Therefore, this uncertainty is considered negligible.

A second potential effect is the differing pile-up distributions between events which
are mixed together, which could affect the background model in which most protons
are assumed to originate in pile-up interactions. The difference in mean interactions
per bunch crossing |Ap| was evaluated between the events which are mixed together
in the background model, for a range of total sample numbers N used in the model,

as shown in Figure 6.31. The average value of |Au| increases for larger N, which
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Figure 6.31: Difference |Apu| between the average number of interactions per bunch
crossing for the central event and the proton event used in the event-mixing proce-
dure, for different total numbers of combined samples.

follows from these samples including event-mixing with larger values of event-shift
1, corresponding to combining events which were recorded further apart in time.

Therefore, there is more opportunity for variation in the pile-up distribution be-
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tween mixed events at large ¢ within ¢ < N. However, the increase in mean |Apu| of
around 1.5 between N = 1 and N = 100 is small compared to the full range of p
values recorded during 2017 data-taking (Figure 3.2). To determine whether high
values of |Apu| can affect the final observable, events with low values of |Au| < 5
were compared to events with high values of [Ap| > 10 in their my distributions.
Figure 6.32 shows the results, with the distributions normalised to unity as the re-

spective selection efficiencies are different between the two distributions. The shapes
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Figure 6.32: Comparison between unit-normalised missing mass distributions (nor-
malised) (a) before and (b) after track veto using events with low |Au| < 5 and high
|Ap| > 10. The expected statistical fluctuations in each case are shown in red/blue
on the ratio plot.

of the distributions match closely, although a small but significant shape effect is
observed for the signal selection before the track veto. However, the shape effect
is not visible following the application of the track veto, with the remaining differ-
ence between the samples consistently falling within the expected level of statistical
fluctuation, as shown in the bottom panel. Therefore, it was concluded that higher

values of |Ap| have a negligible effect on the final observable.

Another potential uncertainty arises from the data-driven background model being
produced using only double-sided mixing, where both protons from a given event
are exchanged with protons from a different event. This covers most potential back-
ground processes, but does not account for any background processes where the
protons involved in the central production do not dissociate and are measured by

the AFP spectrometer, such as in the EE and SD channels of photon-induced dilep-
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ton production pp — pyyp™ — plép™). To determine whether any shape difference
is expected in the background from such events, a data-driven model was produced
instead using single-sided mixing, where only protons from a single side of the AFP
spectrometer, randomly chosen for each event?, are replaced with independent pro-
tons from a different event, allowing any protons surviving the central background
interaction to be reconstructed with the correlated central products. The result-
ing missing mass distributions are compared to the standard background model
employing double-sided event-mixing in Figure 6.33.

x10°
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(a) Before track veto (b) After track veto

Figure 6.33: Comparison between missing mass distributions (a) before and (b) after
track veto when mixing both protons per event (double-mixing) and only on one
side (single-mixing). The expected statistical fluctuations in each case are shown in
red/blue on the ratio plot.

Before the track veto selection is applied, a visible shape effect is observed in the ra-
tios near the high and low mx limits, likely indicating the presence of an underlying
background process with a single intact proton detected in the AFP spectrometer,
such as diffractive Z production. However, this is not visible when the track veto
is applied, with the ratios between the two distributions now falling consistently
within the expected statistical fluctuations. Therefore, it was concluded that this
effect is negligible in the final observable, likely due to the dissociating proton in
such SD background processes producing additional central tracks which fall within

the track veto window, removing the event.

2The effect of which side of the AFP spectrometer is chosen was investigated, with no significant
difference observed, consistent with the expectation that intact protons from SD processes are
evenly distributed between the two sides.
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6.7.4 Theoretical Uncertainties

Systematic uncertainties are also considered relating to the choice of the baseline
setup for the simulation of signal events, including the soft-survival model and par-
ton shower settings. The effect of soft-survival is included in signal samples through
a parametrisation obtained from photon-induced dilepton production simulated in
SUPERCHIC, which includes soft-survival effects not implemented in the Z + X
model. This parametrisation, described in Section 6.4, is then applied as an event-
by-event weight to signal events as a function of the central system mass myx. The
soft-survival factor is only applied directly in this way to SUPERCHIC Z + X signal
samples, since the weights are estimated using this generator. For both MADGRAPH
models the effect is instead included as a downwards-only systematic uncertainty,
taken from the parametrisation as a function of the hypothesised signal mass for
each model. For the SUPERCHIC samples, a dedicated systematic was required to
account for the effect of different potential models for soft-survival which are imple-
mented in SUPERCHIC [80]. The fitted linear polynomial giving the parametrisation
(which was used to reduce dependence on statistical fluctuations) has negligible un-
certainties which do not contribute to this systematic: py = 0.9387 4+ 0.0016 and
p1 = —0.0003653 £ 0.0000060, where py and p; are the gradient and y-intercept,
repetitively. For the modelling uncertainty, measurements performed in a previous
analysis of the exclusive vy — ™ pu~ cross-section were used to determine an ap-
propriate systematic uncertainty, based on their comparison to SUPERCHIC predic-
tions. Figure 6.34 shows the results of this comparison, with a maximum deviation of
around 20% observed for higher dimuon masses [201]. Although the system masses
considered here are well below most ZX system masses considered in this analysis,
this uncertainty was nevertheless considered to be sufficiently conservative to cover
any potential mismodelling. This is supported by the AFP dilepton production anal-
ysis, which observed a 10-20% difference between the SUPERCHIC prediction and
cross section measurement in each lepton channel [85]. Therefore, an uncertainty of
20% was chosen, to be applied to the overall normalisation of the simulated signal

samples. For signal models with estimated soft-survival factors S above 0.8, the
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Figure 6.34: (a) Exclusive vy — p™p~ differential fiducial cross-section measure-
ments as a function of dimuon invariant mass m,,. (b) Comparison of the ratios of
measured and predicted cross-sections to the bare EPA calculations as a function

of the average dimuon invariant mass scaled to the pp centre-of-mass energy used
[201].

upwards variations were limited to 1 — S in order to prevent consideration of any

unphysical soft-survival factors above one.

The effect of variations in the parton shower settings for PYTHIA across the sim-
ulated signal samples was investigated for pre-selected events, with no significant
difference observed between the missing mass distributions. Therefore, this effect

was concluded to be negligible.

6.7.5 Summary of Systematic Uncertainties

The full list of systematic uncertainties described in this section are listed in Ta-
ble 6.5, with systematics affecting the signal and background models shown sepa-
rately. For each signal systematic, the effect of each uncertainty is shown separately
for each signal model as the full range of event yield changes observed across the

generated mass range.

The background uncertainties are all either negligible or very small, with systemat-
ics accounting for lepton reconstruction and simulation also having generally small

effects. The most significant systematics are the uncertainties on the estimated soft
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Systematic Uncertainty Effect on Event Yield
Signal systematics

Signal model: SUPERCHIC MADGRAPH di-ALP MADGRAPH Z + H'
Soft survival factor 20.0% 0.0-39.0% 0.0-39.0%
Track veto signal eff. 12.9% 12.9% 12.9%
Pile-up reweighting 3.1-4.6% 3.6-4.4% 3.7-4.4%
Luminosity 1.7% 1.7% 1.7%
AFP proton transport 8.8-70.3% 15.7-43.0% 13.3-49.8%
AFP global alignment 5.7-63.3% 12.2-43.3% 11.2-53.8%
AFP smearing 4.8-37.6% 8.7-22.0% 7.6-24.7%
AFP track matching 1.2-2.5% 1.3-1.8% 1.3-1.6%
AFP track finding 0.6-1.2% < 0.1% 0.5%
Electron energy scale 3.9-5.3% 3.9-5.8% 3.6-4.5%
Electron resolution 3.9-5.3% 3.9-5.8% 3.5-4.5%
Electron trigger eff. 0.6% 0.6% 0.6%
Electron isolation eff. 0.6% 0.5-0.6% 0.5-0.6%
Electron trigger scale factor 0.6% 0.5-0.6% 0.5-0.6%
Electron reconstruction eff. 0.0-0.6% 0.1-0.6% 0.1-0.6%
Electron ID eff. 0.0-0.6% 0.0-0.6% 0.0-0.6%
Muon energy scale 3.9-5.2% 3.8-5.7% 3.6-5.5%
Muon resolution 3.8-5.2% 3.8-5.7% 3.5-5.7%
Muon momentum scale 3.8-5.2% 3.8-5.7% 3.5-5.5%
Muon trigger eff. 0.4-0.7% 0.3-0.7% 0.2-0.7%
Muon isolation eff. 0.4-0.6% 0.3-0.6% 0.2-0.5%
Muon reconstruction eff. 0.2-0.5% < 0.1% <0.1%
Signal statistics 1.1-3.4% 0.7-2.1% 0.5-1.8%

Background systematics
Background statistics 1.0%
Event mixing time dependence < 0.1%
Event mixing pile-up distribution < 0.1%
Event mixing single-sided <0.1%

Table 6.5: Summary of all considered systematic uncertainties for the signal and
background models, and their effects on the event yields of the corresponding sam-
ples. For the signal samples each generator is shown separately, and the range of
absolute observed changes in event yield across all generated signal masses is given.
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survival factor and track veto signal efficiency. Additionally, several of the AFP
related systematics are very significant, although their effect is very mass depen-
dent, with very wide ranges of effects shown. This occurs because these systematic
variations cause the peak of the missing mass distribution to shift away from the
generated signal mass, causing a significant change in the number of events falling

within the signal region, particularly for very low or high signal masses.

6.8 Statistical Analysis

With the final signal selection applied, the validated data-driven background model
can be combined with each signal model to determine the prediction of the event
yield for the corresponding signal normalisation. This can then be fitted to the
data to determine the most likely value of the signal normalisation, in addition to
the highest value which would be compatible with the observed data to a given
confidence level, corresponding to upper limits on the signal cross section. The
following section describes the statistical methods applied to perform fits and extract

cross section limits in the analysis, with the results presented in Section 6.9.

6.8.1 Likelihood

Particle interactions are stochastic processes, meaning that an individual interac-
tion cannot be predicted, but over a large enough sample size the total number of
interactions can be predicted to some precision. This prediction follows the discrete
Poisson distribution, which describes the probability P of observing k£ events given

an expectation of \ as
Are=2

P (kN = =

(6.4)

In the context of this analysis, the background model and a given signal model give
predictions for the number of background and signal events N, and Ny respectively,

given some initial assumption on the rates of the corresponding processes. So the
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sum of these values gives the total predicted yield, A = N, + Ny, with the test value
k given by the observed number of events in data N;. Substituting these values into
Equation 6.4 gives the probability or “likelihood” of observing N, events given the
prediction of N, 4+ Ni:

N, + NNV e~(NetNs)
L (Ng|Ny + Ns(ps)) = (s ])\?' . (6.5)
d-

We can then find the values of N, and N which maximise this probability given Ny.
The expected yield of a given process ¢ within a dataset covering a total integrated

luminosity £ can be written as

Nz‘ = U; X Az x L X 0;, (66)

where o; is the predicted process cross section, A; is the acceptance factor of the
applied event selection to the process and p; is the “strength” of the process. When
measuring the rate of a particle physics process, it is this strength parameter which is
optimised, and it can be thought of as the ratio between the predicted and observed
values of the process cross section p; = 0, obs/0;. Here, o; is either the cross section
predicted in the SM from the Feynman rules as discussed in Section 2.3, or some
arbitrary value close to the expected value of o; o,s for BSM processes without any
realistic prediction. It is the latter which is considered in this analysis. So, when the
likelihood function given in Equation 6.5 is maximised, it is the strength parameters
of the contributing processes j;, and us which are allowed to float freely in the fit.
The predicted background yield N, is in fact the sum of all contributing background
processes B such that N, = ) 5 upNp, with each processes having its own corre-
sponding strength parameter pp. In this analysis, there are only two considered
contributions, the combinatorial background and the signal-induced background.
However, as will be discussed in the next section, a single bin fit is used for the final
result, giving only a single observed value of Ny. Therefore, only a single degree of
freedom can be included in the fit, which must be the signal strength u, as this is

the objective measurement or “parameter of interest” in the analysis. Therefore, the
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strength parameters of both background contributions are fixed to 1. This should
not introduce any inaccuracy into the fit results since the combinatorial background
is modelled using data and so should already have an accurately predicted normali-
sation, while the signal-induced background is shown in Section 6.6.2 to be negligible

within a mass window such as the one applied in the final fits.

The fit should also take the systematic uncertainties into account, which is done via
Nuisance Parameters (NPs) a,,, which parametrise the effect of each systematic on
the signal and background yields as N — N + Zp a, N, where N, is the predicted
change in the yield caused by each systematic p, and the effects of all systematic
variations are summed over. The NPs are taken to be normally distributed as N (0, 1)
and included in the likelihood function by multiplying by the normal probability

distribution for each parameter, giving the overall likelihood function as

N + NS Ne_(Nb+Ns)
L (Ny|Ny + Ny(s)) = (N, )d‘ <[ 1
p

_%
2

1
e )
V2T

N, (6.7)
where the predicted signal yield is now a function of the parameter of interest p.
Typically, the logarithm of the likelihood is instead considered, such that the product
of the probability distributions for each NP is converted to a summation, and the
resulting maximum becomes independent of any constant scale factors. Additionally,
the negative value of log likelihood —In L is used so that the function can instead

be minimised, which can lead to easier convergence in fits [3, 202, 203].

When making a measurement, the best-fit value of the signal strength is determined
as the value corresponding to the minimum of the negative log likelihood. From
this best-fit parameter, the resulting cross section measurement can be calculated.
However, in many analyses searching for new physics, no signal is found, resulting
in a zero or negative best-fit value of signal strength. This suggests that either the
considered process does not occur at all, or that it has a sufficiently low cross section
such that observing zero events in a dataset of the considered size is consistent with
the predicted rate. Assuming the latter scenario, an upper limit can be derived on

the cross section, below which the predicted rate is consistent with zero to a certain
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degree of probability. This is done by varying the signal strength parameter up-
wards from zero, and determining the corresponding probability from Equation 6.7,
referred to as the p-value. The upper limit on pu, is then taken as the value beyond
which the p-value drops below a certain threshold 1 — C', where C' is the Confidence
Level (CL) of the limit. The higher the CL, the lower the chances that the true
process cross section could be above the determined upper limit. Typically CLs
of 95% or 99% are chosen, corresponding approximately to +2¢ or +30 deviations

from the mean in a normal distribution, respectively.

6.8.2 Fit Procedure

The likelihood fit is performed using the TREXFITTER package, in which signal and
background models and associated systematic variations are included as template
histograms through the HISTFACTORY program [204], fits of the likelihood function
are performed with ROOFIT [205] and cross section upper limits are calculated with
RoOSTATS [206]. Fits are performed on the missing mass distribution, and initially
a binned approach was used applying the 50 GeV bin width across the full mass
range 0 < mx < 1000 GeV as motivated by the studies in Sections 6.2.1 and 6.2.2.
However, due to very low statistics in both data and the signal and background
models, primarily due to the use of the dilepton pr cut and track veto selection
discussed in Section 6.5, a single-binned approach instead had to be adopted. A
mass window is defined for each signal model, centred on the hypothesised signal
mass, with the size of each window varied depending on the available statistics in
each case. In the high-pr track veto signal region, the default mass window is set
to 100 GeV either side of the hypothesised signal mass for most mass points (e.g.
400 < myx < 600 GeV for a 500 GeV signal model), but asymmetric windows are
used for the 100 GeV (0 < mx < 300 GeV) and 900 GeV (700 < myx < 1000 GeV)
models, due to low statistics in these mass regions. These binnings are summarised
in Table 6.6, alongside the binnings applied in the low+high-pt signal region, which

use a wider default bin width of 150 GeV either side of the signal mass due to
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Mass [GeV]| High-pr track veto Low-+high-pr track veto

100 0,300 0,500

200 100,300 0,500

300 200,400 100,500
400 300,500 250,550
200 400,600 350,650
600 500,700 450,750
700 600,800 950,850
800 700,900 650,950
900 700,1000 700,1000

Table 6.6: Binning used for signal models with each considered hypothesised signal
mass, in each signal region. Wider bins are used in the low+high-pr track veto
signal region to compensate for reduce statistics.

lower statistics, and were similarly optimised in the low and high mass regions. The
nominal signal cross-section predictions calculated by the respective generators were
not applied, since they were rough estimates lacking physical motivation, typically
falling well below the sensitivity achievable by this analysis. Instead, the simulated
signal samples were normalised to arbitrary cross-sections between 10 fb and 1 pb
before the fit. These values were chosen for each model such that the post-fit value

of us is close to 1, in order to help the fits to converge.

Generally, systematic variations are expected to have the opposite effect depending
on which direction the variation is applied in. For example, varying the lepton
trigger efficiency downwards by its uncertainty reduces the observed signal yield,
while varying it upwards increases the yield. However, some systematic variations
such as the optics parametrisation in AFP reconstruction and the momentum scale
of muons, were observed to have the same effect on the yield regardless of which
direction the variation was applied in. This is expected in some situations, for
example if the nominal value of a parameter is optimised by finding the maximum
of some related distribution, then a similar deviation is expected when varying that
parameter in either direction of the optimal value. However, this causes issues for the
fit, which assumes that the nominal prediction falls in between the two variations.
Therefore, in these situations symmetrisation was applied, which used the mean

of the absolute values of the upwards and downwards variations and applied the
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corresponding shift directly to the nominal distribution in each direction. Systematic
uncertainties which had below a 0.5% effect on event yield were removed from the
fit. This is called pruning, and is necessary to avoid overfitting. This typically
included most systematics parametrising uncertainties in scale factors applied to

correct lepton reconstruction and trigger efficiencies in the simulation.

As presented in the next section, no significant deviation from the background-only
hypothesis was observed, and so upper limits were instead set on the signal cross-
section for each model. The limits were determined at a 95% CL using the C'L,
method, described in [207], by applying the asymptotic formulae used to simplify
limit computation [203]. Limits were set in each lepton channel separately, and for

a combination of both channels.

6.9 Results

The section presents the results of applying the statistical procedure outlined in
Section 6.8 to the analysis. The final distributions and upper limits on the signal
cross section for each considered model are shown, with a comparison to the results

from the equivalent analysis performed by CMS [185].

6.9.1 Fit to Blinded Data

First, the statistical procedure was tested on the blinded data sample described in
Section 6.3.1, to ensure that the cross section limits obtained were consistent with
expectations and no anomalies were observed. Figure 6.35 shows a comparison in the
signal region between the missing mass distributions in the blinded dataset and the
data-driven background model. The distributions in both lepton channels agree to
within the expected degree of statistical fluctuation, as is expected since the blinded
dataset is created using the same event-mixing procedure as the background, just

with a different value of event-shift . The resulting blinded upper limits on the
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Figure 6.35: Comparison of the missing mass distribution between blinded data and
the data-driven background model in the (a) muon and (b) electron channels with
all signal selections applied.

signal cross section for the SUPERCHIC Z + X model are shown in Figure 6.36.

The results follow the expected smooth distribution, with no significant deviation
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Figure 6.36: Upper limits on signal cross section set using blinded data with an
event-shift of i = 1 for the SUPERCHIC Z 4 X signal model with the standard track
veto applied in the (a) muon and (b) electron channels.

observed from the expected limits.

On the basis of the above results, the analysis procedure was validated and the
unblinded dataset (corresponding to an event-shift of i = 0, i.e. no shifting applied)

could be studied directly with the same procedure.
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6.9.2 Fit to Data and Cross Section Upper Limits

Before performing any fits, the data and background model were compared at various
stages of the signal selection process, to check for any disagreement which could
indicate the presence of signal. Figure 6.37 shows the comparison for key kinematic
distributions with only the pre-selection applied, representing a basic search space

where no deviation is expected. Each lepton channel is considered separately, with
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Figure 6.37: Comparison between unblinded data and the data-driven background
model in the muon channel with only pre-selection cuts applied for distributions of
(a) dilepton pair pr, (b) proton £ and (c¢) missing mass my. The expectations for
a signal with a hypothesised mass of myx = 500 GeV using the SUPERCHIC Z + X
model are overlaid and normalised to a cross section of 10 fb.

the muon channel shown as an example in Figure 6.37. Good agreement is observed
between the distributions as expected, with a similar level of agreement present in
the electron channel. The expectations for a signal with a hypothesised signal mass
of 500 GeV using the SUPERCHIC Z + X model is overlaid, normalised to a fiducial

cross section of 10 fb. Similar levels of agreement are observed when each signal
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selection is applied on top of the pre-selection, with the dilepton mass and pr cuts,

the tightened proton £ cut and the track veto selection each tested separately.

Figure 6.38 shows the same comparison with all signal selections applied for the

high-p signal region. These distributions are taken from a combination of both
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Figure 6.38: Comparison between unblinded data and the data-driven background
model in the combined lepton channel with the pre-selection and all signal region
cuts applied, for distributions of (a) dilepton pair pr, (b) proton £ and (c) missing
mass my. The expectations for a signal with a hypothesised mass of my = 500 GeV
using the SUPERCHIC Z + X model are overlaid and normalised to a cross section
of 10 fb.

lepton channels, to give more statistics for the comparison. Again, generally good
agreement is observed within the expected level of statistical fluctuation, suggesting

that no signal is present.

The single-bin fit was then performed within a mass window for each signal model,
as detailed in Section 6.8.2. The pre and post-fit signal event yields for the high-pr

track veto signal region are plotted alongside the background model and observed
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data for each signal model and mass in Figure 6.39. It can be seen that around
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Figure 6.39: Summary of all pre and post-fit distributions for the signal+background
model for each tested signal mass, in the combined lepton channel, for the (a)
SUPERCHIC Z + X, (b) MADGRAPH di-ALP and (¢)MADGRAPH Z + H' models.
Fits use a mass window of 100 GeV either side of the hypothesised signal mass,
with the exception of 100 GeV and 900 GeV models, which use larger windows of
0 <myx <300 GeV and 700 < mx < 1000 GeV, respectively. All pre-fit signals are
shown normalised to 25 fb.

half the time there is room between the background prediction and observed data to
allow for a small signal following the fit. However, in as many cases the number of
observed events in data falls below the background prediction, resulting in a negative
best-fit signal strength. Therefore, any potential signal is concluded to be just the
result of statistical fluctuation in the observed dataset, with no observed deviations

above £20 from the predicted event yield.
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The effect of systematic uncertainties on the final result is evaluated in several ways.
First, the best-fit value and associated uncertainty of each corresponding nuisance
parameter is determined, as shown in Figure 6.40 for all systematics which are not
pruned, for the 500 GeV mass point in each signal model, for the combined lep-

ton channel. All best-fit nuisance parameters follow the expected distribution very
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Figure 6.40: Systematic pulls for the 500 GeV signal for each signal model in each
channel in the low-+high-pr track veto signal region.

closely, with mean values of 0 and variance of 1, suggesting that the corresponding
effects have a very small impact on the final fit. This is expected since most sys-
tematics considered in the fit only affect the signal prediction, which has a small
contribution to the overall yield. The impact of each systematic on the uncertainty
of the post-fit signal strength is evaluated using “ranking plots”, as shown in Fig-
ure 6.41 for the same signal models considered above. These show the difference
between the nominal post-fit value of signal strength and that obtained with a given

nuisance parameter varied by its corresponding uncertainty in each direction, both
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Figure 6.41: Systematic ranking plots for each signal model with mx = 500 GeV, in
the combined channel. The highest ranked systematics are those having the largest
impact on the final value of signal normalisation, with the soft-survival uncertainty,
track veto signal efficiency and AFP spectrometer optics and alignment consistently
being the highest ranked. In the case of MADGRAPH models, the soft-survival
uncertainty is applied as a downwards-only variation, resulting in an asymmetric
pull.

before and after the fit is performed. The resulting impacts are then ordered, with
the top ten highest impact systematics shown on the plots. The results match with
expectations based on the sizes of the corresponding uncertainties, with the high-
est ranked soft-survival uncertainty set at 20% for SUPERCHIC models and around
27% for the MADGRAPH models shown here, as discussed in Section 6.7.4. The
track veto signal efficiency uncertainty is consistently the second-highest ranked, set

at 12.9% for the combined lepton channel as discussed in Section 6.7.1. The AFP
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optics parametrisation and global alignment uncertainties are highly ranked, as ex-
pected due to the sensitivity of the proton reconstruction to these variables, and the
conservative global alignment uncertainty of 300um, as discussed in Section 4.4.2.
Finally, the statistical uncertainty of the signal model v(Z(¢¢) bin 0) is consistently
ranked in the top five, due to the low selection efficiency resulting from the tight
signal selection which was adopted. This could be mitigated by generating larger

signal samples, although the computational and time costs would be extensive.

The upper limits set on the signal cross section for all tested mass points in each
signal model are shown in Figure 6.42 for the high-pr track veto signal region. Each
lepton channel is shown individually and in combination for each signal model.
Again, no significant excess is observed over the predicted background yield, with
limits set on the fiducial signal cross-section on the order of 10 fb for the SUPERCHIC
Z 4+ X model and MADGRAPH di-ALP models, and on the order of 100 fb for the
MADGRAPH Z + H' model. Flat limits are obtained despite the large variation in
signal selection efficiency as a function of mass, due to the application of the fiducial

volume to which the signals are normalised.

6.9.2.1 High and Low-pyr Track Veto Comparison

During the analysis, the intention was to set limits in both the high-pr and
low+high-pr track veto signal regions, with the low-+high-pr track veto expected
to yield improved sensitivity due to the increase in signal to background ratio, as
discussed in Section 6.5.7.3. However, due to extremely small statistics in both the
data and signal and background models following the inclusion of low-pt tracks in
the veto, the fits were found to be very unstable, requiring the sizes of the mass win-
dows used for fits to be significantly increased, as recorded in Table 6.6. As a result
of this, the corresponding limits lost sensitivity, with the ratio between the limits
obtained in each signal region shown in Figure 6.43. Ratios above one here indicate
an improvement in sensitivity when low-pt tracks are included. While small gains

of around 10% can be seen for some models and mass assumptions, several models
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Figure 6.42: Observed and expected upper limits on the signal cross section set for
each signal model with the standard track veto applied, with lepton channels shown
separated and combined, and with all systematics and scale factors included.

lose significant sensitivity. The 100 GeV MADGRAPH Z + H' model is particularly
heavily effected in this way, as it required the largest increase in mass window size
and so loses almost half the previously observed sensitivity. For this reason, it was
decided to discard the low-+high-pt signal region from the final results, and instead
use only the standard high-pr track veto.
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Figure 6.43: Ratio of the expected limits obtained using only high-pr tracks (pr >
500 MeV) to those obtained with both high- and low-pr tracks (pr > 100 MeV)
included in the track veto. Ratios greater than one indicate improved sensitivity
when low-pr tracks are included. Results are shown separately for the (a) muon,
(b) electron, and (c) combined channels.

To investigate what level of improvement could be expected from the low+high-pr
track veto in a future analysis with more statistics, the high-pt track veto results
were recalculated using the wider mass windows used for the low-+high-pt track
veto signal region in Table 6.6, to remove the effect of the different binning on
the resulting limit ratio. The updated ratios are shown in Figure 6.44, and now a
consistent 20-30% improvement in sensitivity in observed across all signal models,
demonstrating the effectiveness of the inclusion of low-pr track for a future Run 3
version of this analysis, which would have around 10 times higher statistics based

on current estimates.

6.9.3 CMS Comparison

The results shown above were compared to those obtained in the equivalent CMS
analysis published in 2022 [185], to determine the improvement achieved by this
analysis, primarily due to the addition of the track veto selection. The comparison
is made only for the SUPERCHIC Z + X signal model, which was designed to match
the model employed by CMS, although this model was only simulated to generator-
level, with acceptance and efficiency scale factors applied for a simplified measure

of detector response. The SUPERCHIC Z + X and CMS models were compared
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Figure 6.44: Ratio between the expected limits obtained obtained with the high and
low+high-pr track vetoes applied, with both results using the low+high-pr track
veto binning. Ratios above 1 indicate an improvement with the low+high-pr track
veto applied.

Feature Criterion

> 2 same-flavour leptons (e or p), opposite electric charge
Leptons pr (€1) > 30 GeV, |n| (61) < 2.4
pr (€2) > 20 GeV, | (£) < 2.4

|mM — TTLZ‘ < 10 GeV
P > 40GeV

Protons 0.02 < &4 < 0.16 and 0.03 < &¢ < 0.18

Dilepton

Table 6.7: Summary of fiducial volume selection criteria for signal events in the
CMS missing mass analysis [185].

at generator-level and found to match very closely, validating a direct comparison.
Furthermore, CMS used a different fiducial volume to the one defined for this analysis
in Table 6.4, due to their differing selection strategy and detector acceptance. The
CMS fiducial selection is given in Table 6.7. Soft-survival factors are omitted from
the SUPERCHIC Z + X model for this comparison, since these were not considered

by CMS.

Figure 6.45 shows the comparison of the obtained fiducial cross section upper limits
between the two analyses. This analysis is observed to have improved sensitivity
by up to a factor of ten for most of the mass points which are common between
the two results, despite the CMS analysis using a dataset with a total integrated

luminosity of 37.2 fb~!, around 2.5 times larger than the dataset used in this analysis.
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Figure 6.45: Comparison of the observed limits for the SUPERCHIC Z 4+ X model
between this analysis and the CMS results from [185]. The limits from this analysis
are scaled to match the fiducial region used in the CMS study, and soft-survival
factors are not included. The expected limits obtained in this analysis with no track
veto selection are overlaid. The comparison is shown for the (a) muon, (b) electron,
and (c) combined channels.

The shape of the limits is very different to that observed in Figure 6.42 due to
the different fiducial volume, which is less complementary to our signal selection,
leading to relative sensitivity loss at tail masses. The CMS analysis was able to probe
hypothesised signal masses up to 1600 GeV due to the PPS, their equivalent forward
detector, having much high acceptance of up to ¢ < 0.20. However, this analysis
considered signal masses significantly below the minimum of 600 GeV considered by
CMS, giving good complementarity between the two results. The estimated results
from this analysis obtained without using the track veto selection are overlaid on
Figure 6.45, emphasising the gain in sensitivity achieved with this selection, by
around a factor of ten across all signal masses, allowing the relative improvement

compared to the CMS analysis.
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Conclusion

This thesis has presented work carried out towards the author’s PhD, on both an
analysis of ATLAS experiment data and the QA program for the ATLAS ITk up-
grade.

A search was performed for new physics in photon-induced dilepton production
events, using 14.7 fb™! of data collected at /s = 13 TeV by the ATLAS detector
and the AFP spectrometer. The inclusion of the AFP spectrometer allowed a first-
of-its-kind measurement in the ATLAS collaboration of the total missing mass in
each event by comparing the energy loss of scattered protons and the resulting
momenta of the visible products. Resonance searches performed in the missing mass
distribution allowed upper limits to be set on the cross sections of three potential
signal models, including a model probing the theorised ALP, a possible candidate
for dark matter. Signal masses between 300 and 900 GeV were considered, limited

by the acceptance of the AFP spectrometer.

One of the signal models considered follows the same model employed by an equiv-
alent analysis performed by CMS [185], allowing a direct comparison between the
results to be made. This analysis showed large improvement in sensitivity across the
majority of common mass points between the analyses, primarily due to the addi-

tion in this analysis of a track veto selection, removing events with additional inner

203
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detector tracks reconstructed close to the dilepton vertex. This selection yielded
around 99.9% background reduction with only a 60% reduction in signal, resulting
in a factor of ten increase in sensitivity. The uncertainties on the expected cross
section upper limits are dominated by statistical effects, with the largest system-
atic effects originating from estimates of soft-survival probability and track veto
signal efficiency, along with AFP spectrometer alignment and proton reconstruction

uncertainties.

An extended track veto was investigated including low-pt tracks with 100 < pr <
500 MeV not included in the standard ATLAS ID track reconstruction. A recently
developed dedicated reconstruction step [199] was used to obtain these objects in
data, which were estimated to offer up to a factor of five times improvement in back-
ground rejection, with only 20% additional signal loss. However, due to extremely
low statistics in the final signal region with this selection, the expected level of im-
provement was not observed, with the standard track veto instead presented as the
main result. The potential gains for a future higher-statistics analysis from low-pr
tracks were estimated at between 20-30%, and should therefore be considered for a

Run 3 extension of this analysis which will have approximately 10 times more data.
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Appendix

Background Validation with
Alternative Model

In order to ensure that the data-driven background model correctly accounts for all
expected contributions to the combinatorial background, an alternative background
model was produced using simulation. All of the contributions to the central dilep-
ton background listed in Section 6.6 were included using MC samples, except for
the misidentified lepton contribution which was modelled using a same-sign lepton
selection in data.

A.1 Simulated Samples

The simulated samples used to model the majority of the central background pro-
cesses, and their respective generators, are summarised in Table A.1. These simu-
lated samples were overlaid with pile-up protons randomly sampled from a database
produced from 2017 data, to simulate the proton component of the combinatorial
background. Several alternative samples simulating Z+jet production were inves-
tigated, as shown in Table A.1, to study the mismodelling of the underlying event
and its effect on the track veto efficiency, as discussed in Section A.4.

A.2 Misidentified Leptons

Misidentified leptons arise from errors in reconstruction, typically when an object
such as a jet is misidentified as a lepton. There is also a contribution from genuine
leptons which are measured to have the wrong charge, referred to as charge flipping,
although this is only expected to occur for high-pr electrons which leave straight
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Process

Generator

UEPS

Slice/Filter

(— ee) +jets
(= pp) +jets

SHERPA v2.2.14

SHERPA v2.2.14 PT = 3.5 GeV, |n| <27,

Ny >=2, my, > 40

Z
Z
A

(alternative)

Z (= pp) +jets

(alternative)

(— ee) +jets

PowHEG-Box v4

PyTHIA V&.244

pT > 3.5 GeV,
In] < 2.7, Ny >=2

Z (— ee) +jets

(alternative) pr > 3.5 GeV,

Z (= pp) +jets PowHEG-Box v5  HERWIG V7.2.1 0l < 2.7, Np >= 2
(alternative)

tt PowHEG-Box v4  PyTHIA v8.244 pr > 3.5 GeV,

Wi PowHEG-Box v4  PYTHIA v8.244 pr > 3.5 GeV,
’77’ <27, Ny >=2

Wt POWHEG-BOX v4  PYTHIA v8.244 pr > 3.5 GeV,
| < 2.7, Ny >=2

VV — Uy SHERPA V2.2.14  SHERPA v2.2.14 pr > 3.5 GeV,
| < 2.7, Ny >=2

VV = iy SHERPA v2.2.14  SHERPA v2.2.14 pr > 3.5 GeV,

V'V — e SHERPA v2.2.14  SHERPA V2.2.14 pr > 3.5 GeV,
In| < 2.7, Ny >=2

vy — pr > 3.5 GeV,
(EE) MADGRAPH v2.9.5 PYTHIA V8.245 | < 25, N, >= 2

vy — b pr > 3.5 GeV,
(DS) MADGRAPH v2.9.5 PyTHIA v8.245 il < 2.5, Ny >= 9

vy — U pr > 3.5 GeV,
(SD) MADGRAPH v2.9.5 PYTHIA V8.245 | < 2.5, Ny >— 2

vy = WW pr > 3.5 GeV,
(EE) MADGRAPH V2.9.5 PyYTHIA v8.245 0l < 2.5. Ny > 9

vy — WW pr > 3.5 GeV,
(DS) MADGRAPH v2.9.5 PYTHIA V8.245 0l < 2.5, Ny >= 2

7y = WW pr > 3.5 GeV,
(SD) MADGRAPH V2.9.5 PYTHIA V8.245 il < 2.5, Ny > 2

Table A.1: Overview of the simulated samples used to model the central dilep-
ton component of the combinatorial background for the analysis, the corresponding
programs used to perform the generation and UEPS simulation steps, and applied
generator-level filters.
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tracks in the ID making charge determination difficult, whereas muons leave addi-
tional tracks in the MS which remove any ambiguity in charge determination. An
adjusted event selection searching for same-sign lepton pairs is effective for estimat-
ing the misidentified lepton contribution, since such a final state is not expected for
any SM process, and therefore must arise from misidentified leptons. This method
for determining the misidentified lepton contribution to background contributions
is also used in the ATLAS collaboration analysis of photon-induced dilepton pro-
duction using the AFP spectrometer [85]. Following the pre-selection, around 25000
same-sign events are present in the dataset (0.7% as many as the regular selection),
with around 95% in the electron channel. With all signal selections except for the
track veto applied this drops to around 4000 events. The kinematic distributions in
each lepton channel are compared in Figure A.1. There is a clear Z boson resonance

> T T T T T T T > L L A e
8 10 F ATLASWork in Progress —— Muons (120) 3 8 10* E ATLASWork in Progress —— Muons (129) E
0 [ Vs=13Tev, 146 fb* —— Electrons (3.58e+03)] 0 F Vs=13Tev, 146 fb* —— Electrons (3.63e+03}]
< | pp- pplX 1 =< [ pp-ppix g
£10°c - 210°c .
210 Lo z
= 1 ek §
: g 105 4
;H\HH\H T e \g l;m”m”m”m”m L. E
0 10 20 30 40 50 60 70 80 90 100 60 80 100 120 140 160 180 200
p, [GeV] m, [GeV]
(a) Dilepton pp (b) Dilepton mass

“““ R L B e B B B B R

ATLAS Work in Progress —— Muons (136) ]

(s=13TeV, 146"  ___ Electrons (3.67e+03)]

pp— ppliX

Ngyens / 50 GeV
=
<

my [GeV]

(¢) Missing mass

Figure A.1: Kinematic distributions after signal selection, except for track veto, from
a misidentified lepton background model created using a same-sign lepton selection
in data.

in the electron channel occurring due to charge flipping, which is not present in the
muon channel. Following the application of the track veto, zero same-sign events
remain, since the exclusivity requirement removes events with any additional tracks
close to the leptons, which are expected from misidentified jets.
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A.3 Exclusive SM Processes

Two of the lowest cross section processes considered for the combinatorial back-
ground are the photon-induced production of leptons vy — ¢ and of leptonically
decaying W bosons 7y — WW. Following the pre-selection, there are O(100)
~vv — €€ events remaining, whereas only O(1) vy — WW events remain, due to the
lower process cross section, in addition to the low branching ratio for both W bosons
to decay to the same lepton flavour (around 1%). Therefore, the WW component is
negligible relative to the dilepton component, so only the latter is considered further
here.

Despite their relative rarity compared to the other processes, particularly Z-+jets
production, photon-induced dilepton events require special consideration. Since the
central dilepton system is produced via CEP through double photon exchange, no
additional central tracks are produced and so this process is only affected by the track
veto criterion to the same extent as the signal process. Therefore this background
becomes more significant than most of the higher rate central contributions following
the application of this requirement. In addition, since the quantum numbers of the
protons are not changed in this process, there is the possibility of the interacting
protons remaining intact. As discussed in Section 2.3, such a process can have
three channels depending on the final state of the interacting protons: EE, SD and
DD. These three channels are illustrated for photon-induced dilepton production
in Figure A.2, with the sum of the EE and SD cases recently measured using AFP
data [85]. In the case of double dissociation, neither proton remains intact and

p *
p p p . p
4
5 ¢ 5 ¢ 2
g gl
l 7 / ‘
p p p p p P’
(a) Exclusive (elastic-elastic) (b) Single-dissociative (c) Double-dissociative

Figure A.2: Feynman diagrams showing dilepton production via photon fusion in
(a) exclusive pp — p(yy — £€)p (b) single dissociative semi-exclusive pp — p*(yy —
¢0)p and (c) double dissociative pp — p*(yy — €)p* topologies [85].

so any protons detected by the AFP spectrometer for reconstruction under the
signal selection would originate from pile-up interactions. Therefore, this process is
covered by the data-driven background model. However, if either proton remains
intact, the case for the EE and SD channels, then it is possible for these protons to
be detected by the AFP spectrometer and used for reconstruction. In this case, since
the protons are correlated with the central system, this would not be covered by
the data-driven background model, which assumes no correlation between the two
event components. In the case of single dissociation, this could be modelled using
a single-sided mixing approach, where only one of the two protons from each event
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is shifted to another event, allowing the possibility that the remaining proton was
involved in the central production process. The effect of single-sided event mixing
is investigated in Section 6.7.3, with no significant difference in shape observed in
the mx distribution. Therefore, this is not expected to cause any deviation from
the data-driven background with double-sided event mixing.

The contributions from this process with intact protons will not be accounted for
by the data-driven background only if the protons reconstructed in the AFP spec-
trometer correspond to the protons originating in this process. Figure A.3 shows
the generator-level distributions of the proton fractional energy loss £ for the EE
and SD components, in each lepton channel, for pre-selected events without the
fiducial selection applied. In both channels it can be seen that < 10% of the protons
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8_ ATLAS Work in Progress
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T T T T T
vy
E ATLAS Work in Progress
F (s=13Tev, 147"
[ pp — plyy — ee)p

3
10° - MC Integral = 407

L[ (5=13Tev, 147 b
w 10" Epp ~ plyy — wp
MC Integral = 852

SD (70.1%) SD (73.2%)

e/ 0.005
=
o

EE (29.9%) EE (26.8%)

i
]

T Il

L L L L L E L L L L L L L E
0 0.010.020.030.04 0.050.06 0.07 0.08 0.09 0.1 0 0.010.020.030.040.050.060.070.080.09 0.1
1 3

(a) Muon channel (b) Electron channel

Figure A.3: Generator-level ¢ distributions of protons which remain intact following
Elastic-elastic (EE) and Single Dissociative (SD) photon-induced dilepton produc-
tion in the (a) muon and (b) electron channels. Distributions are shown following
pre-selection and without the fiducial selection applied.

fall within the signal selection (0.035 < ¢ < 0.08), and therefore we expect most
reconstructed events from these processes to contain only pile-up protons. This
means that they are not affected by the correlation between the proton and central
systems, and are therefore covered by the data-driven background model. Indeed,
when matching was performed between reconstructed and generator level protons to
check event-by-event whether the protons producing the central vy — £¢ system are
detected in the AFP spectrometer, it was found that none of the events contained
such a proton, and instead they are always replaced in reconstruction by a pile-up
proton. This confirms that the data-driven background model fully covers these
processes, even in the exclusive case.

A.4 Comparison with Data-Driven Model

Figures A.4 and A.5 show the combined kinematic distributions across all considered
simulated background processes after all signal selections except for the track veto
and dilepton pr cut are applied, in each lepton channel. The distributions from
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Figure A .4: Kinematic distributions from the combined simulated background model
produced with all significant background contributions included, after all signal
selections are applied except for the track veto and dilepton pr cut, in the muon

channel.
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Figure A.5: Kinematic distributions from the combined simulated background model
produced with all significant background contributions included, after all signal
selections are applied except for the track veto and dilepton pr cut, in the electron
channel.
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the data-driven background model are overlaid, showing good agreement within the
expected statistical fluctuations across all distributions. The central component is
dominated by Z+jets production, with all other processes contributing less than 1%
to the total yield.

The track veto is omitted in Figures A.4 and A.5 due to the known mismodelling
of the Underlying Event (UE) in simulation. The UE produces the majority of
additional tracks in background events which cause them to be removed by the track
veto. This mismodelling leads to an overestimate of the number of events passing
the track veto, resulting in an inaccurate normalisation of the simulated background
model. This mismodelling was investigated in the dominant Z+jets process, and the
SHERPA samples used for the distributions shown above were found to overestimate
the number of events passing the track veto by around a factor of 5 compared
to data. Two alternative simulated samples were additionally tested, as listed in
Table A.1, both with POWHEG as the matrix element generator interfaced with
another program for UEPS simulation. The first alternative sample used PyYTHIA
for the UEPS simulation, and had an event yield following the application of the
track veto criterion which exceeded that observed in data by a factor of 2. The
second alternative sample used HERWIG for the UEPS simulation, and an excess of
25% was observed in the event yield over data following the track veto requirement.
These values are consistent with those found in previous analyses [87] and emphasise
the benefit of using a fully data-driven background model in this analysis, for which
such mismodelling issues are not a concern. The dilepton pr cut is also omitted in
Figures A.4 and A.5 as this distribution is known to be mismodelled in SHERPA, as
detailed in [208].

The dilepton pr and track veto selections are reintroduced in Figures A.6 and A.7,
and the corresponding distributions are normalised to remove any mismodelling ef-
fects on the overall normalisation of the simulated background model. It can be
seen that following the track veto the previously dominant Z+jets background is
heavily suppressed, and the vy — ¢¢ process now becomes significant. This is due to
the exclusive nature of this background, with no additional tracks produced along-
side the dilepton pair, giving the same visible final state as the signal process and
making this process almost unaffected by the track veto. Although the overall event
yields cannot be compared due to the normalisation, the shapes of the distributions
remain well matched between the simulated and data-driven models, validating that
the data-driven model properly covers all of the considered contributing processes.
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Figure A.6: Kinematic distributions after the high-pr track veto is applied, from
the total simulated background model produced with all significant background
contributions included and compared to data-driven model, in the muon channel.
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Figure A.7: Distributions after high-pr track veto is applied, from total simulated
background model produced with all considered background contributions and com-
pared to data-driven model, in the electron channel.
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Appendix

Signal-Induced Background
Investigation

Several investigations were undertaken into the nature of the signal-induced back-
ground introduced in Section 6.6.2, which occurs when signal protons are replaced in
the missing mass reconstruction by uncorrelated protons from independent pile-up
interactions.

By matching the generator-level signal protons to the protons reconstructed by the
AFP spectrometer, the proportion of signal events with positive reconstructed m3
but mismatched protons due to the above effect was determined for each considered
signal model and mass. Figure B.1 shows that the mismatching effect is observed
for every signal model tested, becoming significant at low and high hypothesised
signal mass. This follows from the effect arising due to signal protons falling outside
the signal £ selection, which is most common at these signal mass points. For very
high signal masses myx > ~900 GeV, the proportion of mismatched signal events
approaches 100%. This can be understood from the acceptance estimates presented
in Section 6.2.2 which suggest that at least one signal proton is always expected to
be outside of the selection at around this mass threshold. The mismatching effect is
minimised at missing masses between 400-600 GeV depending on the signal model,
as this region falls in the “sweet-spot” with high probability that both signal protons
are within the selection range.

Figure B.2 shows a comparison between the reconstructed missing mass distribu-
tions for simulated signal events where all signal protons are correctly reconstructed
(matched), where a single signal proton is replaced by one from pile-up (single
mismatched) and where both signal protons are replaced by pile-up (double mis-
matched). Only distributions for the SUPERCHIC Z 4+ X model are shown, although
these are similar to of the equivalent distributions in the other models. It can be
seen in Figure B.2a, which shows a combination of all events, that the mismatched
proton effect forms a wide resonance resembling the combinatorial background un-
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Figure B.1: Proportion of events with mx > 0 with (a) both reconstructed protons
matched to the truth-level signal protons and (b) at least one reconstructed proton
mismatched to a pile-up proton, for each signal model as a function of mass.

derlying the true signal peaks. The isolated signal resonances, shown in Figure B.2b,
have relatively narrow widths below 100 GeV, which follows from the resolution of
50 GeV determined in Section 6.2.1, with the varying integrals for each mass cor-
responding to the respective selection efficiencies of each model. Figures B.2c and
B.2d show the wide background resonance expected from this mismatching effect,
which closely resembles the combinatorial background process. In fact, the case
of double mismatching is exactly equivalent to the combinatorial background, with
both signal protons replaced by pile-up protons, and therefore this component will
be accounted for by the data-driven background model, if any signal is present in
the dataset. However, the single mismatching effect is not fully accounted for, due
to the presence of a single signal proton in the reconstruction, and this appears to
have some effect on the shape of the missing mass distribution for these events com-
pared to the double mismatching, with the peak of the distribution shifting slightly
for each signal mass. This component therefore requires special consideration. As
shown by the relative normalisations of the distributions in Figures B.2c and B.2d,
single mismatching is the dominant contribution, so additional steps should be taken
to mitigate this background.

Due to the majority of this background leading to reconstructed missing mass values
away from the narrow signal peak, the effect of defining a mass window to select only
events with reconstructed missing mass within 50 GeV of the hypothesised signal
mass was considered. Figure B.3 shows the resulting effect on the proportion of
signal events with mismatched protons for each signal model, with a large reduction
in the signal-induced background observed across all models. However, the tight
mass window also causes significant loss of statistics in genuine signal events, so
another method is preferable which affects only the background process.
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Figure B.2: Reconstructed missing mass distributions for SUPERCHIC signal model
at selected mass points for (a) all events, (b) only events with both reconstructed
protons matched to the truth level signal protons, (c¢) only events with exactly one
reconstructed proton which is not matched to a truth level signal proton and (d)
only events with both reconstructed protons not matched to a truth level signal
proton.

This was achieved through the inclusion the signal proton £ selection to the fiducial
selection given in Table 6.4. Since this selection is applied at generator-level, it
removes any signal events where the reconstructed signal protons are not likely to fall
within the signal selection and so could contribute to the signal-induced background,
while leaving the signal events falling within selection unaffected. Figure B.4 shows
the resulting effect on the proportion of signal events with mismatched protons,
and indeed a similar reduction to that observed with the mass window is achieved,
without the reduction in statistics for matched signal events. It can additionally
be observed here that all sensitivity is lost for models with myx > 900 GeV as
expected, since very close to 100% of these events originate in the signal-induced
background. Events which fall outside the fiducial selection, including the signal-
induced background, are treated as an additional background component.

These distributions show that a significant proportion of O(10%) of signal events in
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Figure B.3: Proportion of events with mx > 0 with (left) both reconstructed protons
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either side of the hypothesised signal mass for a given model, for each signal model
as a function of mass in each lepton channel.

all models with a hypothesised signal mass of 900 GeV are still reconstructed using
mismatched protons following the application of the fiducial selection. However, this
high proportion is attributed mainly to the low overall statistics in these samples
following the application of the fiducial selection. This ultimately results in these
models being dropped from the final result for all models except the SUPERCHIC
Z + X model, due to the resulting fits being unstable. Additionally, in the final fits
a mass window is used in conjunction with the fiducial selection, which reduces this
contribution to negligible levels even for models with my = 900 GeV.

Initially, the normalisation of this background component was left to float freely
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Figure B.4: Proportion of events with mx > 0 with (left) both reconstructed protons
matched to the truth-level signal protons and (right) at least one reconstructed
proton mismatched to a pile-up proton, when the fiducial selection is applied, for
each signal model as a function of mass in each lepton channel.

in the fit of the overall signal and background prediction to the observed dataset
presented in Section 6.9. This was done to compensate for any potential mismod-
elling arising from the random nature of this background. However, as discussed
in Section 6.9, a single-bin approach was eventually adopted which required only a
single free parameter, the signal normalisation, to be present in the fit. Therefore,
the normalisation of this background is fixed in the final fits, however the single-bin
approach additionally uses a mass window which is slightly wider than the one tested
above, which heavily suppresses the remaining signal-induced background such that
this contribution becomes negligible in the final results.



220




221  APPENDIX B. SIGNAL-INDUCED BACKGROUND INVESTIGATION

4011



4012

4013

4014

4015

4016

4017

4018

4019

4020

4021

4022

4023

4024

4025

4026

4027

4028

4029

4030

4031

4032

4033

4034

4035

4036

4037

4038

References

1]

F. HarLzen & A. D. MARTIN; Quarks and Leptons: An
Introductory Course  in  Modern  Particle  Physics. (1984).
8 citations on pages ii, 6, 7, 8, 10, 11, 12, and 16

P.  LANGACKER,; The  Standard  Model —and  Beyond.  (2010).
10 citations on pages ii, 6, 7, 8, 10, 11, 12, 14, 16, and 17

S. CLAWSON; “The light at the end of the tunnel gets weaker: Observation
and measurement of photon-induced W*+W ™~ production at the ATLAS Ex-
periment”; (2022). https://cds.cern.ch/record/2851404; presented 2022.

8 citations on pages ii, 24, 85, 86, 87, 188, 239, and 241

MissMJ AND CusH; “Standard Model of Elementary Particles”;
(2019). https://commons.wikimedia.org/wiki/File:Standard_
Model_of _Elementary_Particles.svg; under the CC-BY-SA-3.0.

2 citations on pages 5 and 239

P. A. M. DirAC & N. H. D. BOoHR; “The quantum theory of the emission and
absorption of radiation”; Proc. R. Soc. Lond. Ser. A 114, pp. 243-265 (1927).

Cited on page 6

P. A. M. DIrRAC & R. H. FOWLER; “A theory of electrons and protons”; Proc.
R. Soc. Lond. Ser. A 126, pp. 360-365 (1930). Cited on page 7

LHCB COLLABORATION; “Observation of the Resonant Character of the
Z(4430)~ State”; Phys. Rev. Lett. 112 (2014). Cited on page 7

LHCB COLLABORATION; “Observation of J/¢¥p Resonances Consistent with
Pentaquark States in A) — J/1¥K~p Decays”; Phys. Rev. Lett. 115 (2015).
Cited on page 7

O. W. GREENBERG; “Spin and Unitary-Spin Independence in a Paraquark
Model of Baryons and Mesons”; Phys. Rev. Lett. 13, pp. 598-602 (1964).
Cited on page 7

222


https://cds.cern.ch/record/2851404
https://commons.wikimedia.org/wiki/File:Standard_Model_of_Elementary_Particles.svg
https://commons.wikimedia.org/wiki/File:Standard_Model_of_Elementary_Particles.svg
https://commons.wikimedia.org/wiki/File:Standard_Model_of_Elementary_Particles.svg
http://dx.doi.org/10.1098/rspa.1927.0039
http://dx.doi.org/10.1098/rspa.1930.0013
http://dx.doi.org/10.1098/rspa.1930.0013
http://dx.doi.org/10.1098/rspa.1930.0013
http://dx.doi.org/10.1103/PhysRevLett.112.222002
http://dx.doi.org/10.1103/PhysRevLett.115.072001
http://dx.doi.org/10.1103/PhysRevLett.13.598

4039

4040

4041

4042

4043

4044

4045

4046

4047

4048

4049

4050

4051

4052

4053

4054

4055

4056

4057

4058

4059

4060

4061

4062

4063

4064

4065

4066

4067

4068

4069

4070

4071

4072

4073

223

REFERENCES

[10]

[11]

[12]

[13]

[19]

[20]

[21]

[22]

[23]

[24]

[25]

W. PAuLI; “On the connection between the closure of electron groups in the
atom and the complex structure of the spectra”; Z. Physik 31, pp. 765-783
(1925). Cited on page 7

M. GELL-MANN; “The Eightfold Way: A Theory of strong interaction sym-
metry”; (1961). Cited on page 8

C. N. YANG & R. L. MILLs; “Conservation of Isotopic Spin and Isotopic Gauge
Invariance”; Phys. Rev. 96, pp. 191-195 (1954). Cited on page 8

E. FERMI; “Attempt at a theory of p-rays”; 1. Z. Physik 88, pp. 161-177
(1934). Cited on page 9

C. S. Wu et al.; “Experimental Test of Parity Conservation in Beta Decay”;
Phys. Rev. 105, pp. 1413-1415 (1957). Cited on page 9

T. D. LEE & C. N. YANG; “Question of Parity Conservation in Weak Inter-
actions”; Phys. Rev. 104, pp. 254-258 (1956). Cited on page 9

W. J. SaLam, A.; “Weak and electromagnetic interactions”; Nuovo Cim 11,
pp. 568-577 (1959). Cited on page 10

S. L. GLAsHOW; “Partial Symmetries of Weak Interactions”; Nucl. Phys. 22,
pp. 579-588 (1961). Cited on page 10

S. WEINBERG; “A Model of Leptons”; Phys. Rev. Lett. 19, pp. 1264-1266
(1967). 2 citations on pages 10 and 11

P. W. Hiccs; “Broken Symmetries and the Masses of Gauge Bosons”; Phys.
Rev. Lett. 13, pp. 508-509 (1964). Cited on page 10

F. ENGLERT & R. BROUT; “Broken Symmetry and the Mass of Gauge Vector
Mesons”; Phys. Rev. Lett. 13, pp. 321-323 (1964). Cited on page 10

G. S. GURALNIK et al.; “Global Conservation Laws and Massless Particles”;
Phys. Rev. Lett. 13, pp. 585-587 (1964). Cited on page 10

J. GOLDSTONE et al.; “Broken Symmetries”; Phys. Rev. 127, pp. 965-970
(1962). Cited on page 11

S. Navas et al.; “Review of Particle Physics”; Phys. Rev. D 110 (2024).
2 citations on pages 12 and 15

ATLAS COLLABORATION; “Observation of a new particle in the search for
the Standard Model Higgs boson with the ATLAS detector at the LHC”; Phys.

Lett. B 716, pp. 1-29 (2012). 2 citations on pages 12 and 36

CMS COLLABORATION; “Observation of a new boson at a mass of 125 GeV
with the CMS experiment at the LHC”; Phys. Lett. B 716, pp. 3061 (2012).
Cited on page 12


http://dx.doi.org/https://doi.org/10.1007/BF02980631
http://dx.doi.org/https://doi.org/10.1007/BF02980631
http://dx.doi.org/https://doi.org/10.1007/BF02980631
http://dx.doi.org/10.2172/4008239
http://dx.doi.org/10.1103/PhysRev.96.191
http://dx.doi.org/https://doi.org/10.1007/BF01351864
http://dx.doi.org/https://doi.org/10.1007/BF01351864
http://dx.doi.org/https://doi.org/10.1007/BF01351864
http://dx.doi.org/10.1103/PhysRev.105.1413
http://dx.doi.org/10.1103/PhysRev.104.254
http://dx.doi.org/https://doi.org/10.1007/BF02726525
http://dx.doi.org/https://doi.org/10.1007/BF02726525
http://dx.doi.org/https://doi.org/10.1007/BF02726525
http://dx.doi.org/10.1016/0029-5582(61)90469-2
http://dx.doi.org/10.1016/0029-5582(61)90469-2
http://dx.doi.org/10.1016/0029-5582(61)90469-2
http://dx.doi.org/10.1103/PhysRevLett.19.1264
http://dx.doi.org/10.1103/PhysRevLett.19.1264
http://dx.doi.org/10.1103/PhysRevLett.19.1264
http://dx.doi.org/10.1103/PhysRevLett.13.508
http://dx.doi.org/10.1103/PhysRevLett.13.508
http://dx.doi.org/10.1103/PhysRevLett.13.508
http://dx.doi.org/10.1103/PhysRevLett.13.321
http://dx.doi.org/10.1103/PhysRevLett.13.585
http://dx.doi.org/10.1103/PhysRev.127.965
http://dx.doi.org/10.1103/PhysRev.127.965
http://dx.doi.org/10.1103/PhysRev.127.965
http://dx.doi.org/10.1103/PhysRevD.110.030001
http://dx.doi.org/10.1016/j.physletb.2012.08.020
http://dx.doi.org/10.1016/j.physletb.2012.08.020
http://dx.doi.org/10.1016/j.physletb.2012.08.020
http://dx.doi.org/10.1016/j.physletb.2012.08.021

4074

4075

4076

4077

4078

4079

4080

4081

4082

4083

4084

4085

4086

4087

4088

4089

4090

4091

4092

4093

4094

4095

4096

4097

4098

4099

4100

4101

4102

4103

4104

4105

4106

4107

4108

REFERENCES 224

[26]

[27]

28]

[29]

[30]

[31]

[32]

33]

[34]

[35]

[36]

[37]

[38]

[39]

[40]

[41]

R. P. FEYNMAN; “Space-Time Approach to Quantum Electrodynamics”;

Phys. Rev. 76, pp. 769789 (1949). 2 citations on pages 13 and 21

R. P. FEYNMAN; “A Relativistic Cut-Off for Classical Electrodynamics”; Phys.
Rev. 74, pp. 939-946 (1948). Cited on page 14

A. DEUR et al.; “The QCD running coupling”; Prog. Part. Nucl. Phys. 90,
pp. 1-74 (2016). Cited on page 15

C. BALAZS et al.; “A Primer on Dark Matter”; (2024). https://arxiv.org/
abs/2411.05062; 2411.05062. Cited on page 15

H. Georarl & S. L. GLasHow; “Unity of All Elementary-Particle Forces”;
Phys. Rev. Lett. 32, pp. 438441 (1974). Cited on page 16

R. D. PeEccEer & H. R. QUINN; “C'P Conservation in the Presence of Pseu-
doparticles”; Phys. Rev. Lett. 38, pp. 1440-1443 (1977). Cited on page 17

S. WEINBERG; “A New Light Boson?”” Phys. Rev. Lett. 40, pp. 223-226
(1978). Cited on page 17

F. WiLczek; “Problem of Strong P and 7T Invariance in the Presence of
Instantons”; Phys. Rev. Lett. 40, pp. 279-282 (1978). Cited on page 17

R. D. PEccEer & H. R. QUINN; “C'P Conservation in the Presence of Pseu-
doparticles”; Phys. Rev. Lett. 38, pp. 1440-1443 (1977). Cited on page 17

J. E. Kim & G. CAROSI; “Axions and the strong C'P problem”; Rev. Mod.

Phys. 82, pp. 557-601 (2010). Cited on page 17
G. BERTONE et al.; “Particle dark matter: evidence, candidates and con-
straints”; Phys. Rep. 405, pp. 279-390 (2005). Cited on page 17
N. Du et al.; “Search for Invisible Axion Dark Matter with the Axion Dark
Matter Experiment”; Phys. Rev. Lett. 120 (2018). Cited on page 17
C. BALDENEGRO et al.; “Searching for axion-like particles with proton tagging
at the LHC”; JHEP 2018 (2018). Cited on page 17

ATLAS COLLABORATION; “Measurement of light-by-light scattering and
search for axion-like particles with 2.2 nb~! of Pb+Pb data with the ATLAS

detector”; JHEP 2021 (2021). 2 citations on pages 18 and 239

ATLAS COLLABORATION; “Search for an axion-like particle with forward
proton scattering in association with photon pairs at ATLAS”; JHEP 2023,
p. 234 (2023). 4 citations on pages 19, 72, 134, and 138

ATLAS COLLABORATION; “Search for new phenomena in events with at
least three photons collected in pp collisions at /s = 8 TeV with the ATLAS
detector”; Eur. Phys. J. C 76 (2016). Cited on page 19


http://dx.doi.org/10.1103/PhysRev.76.769
http://dx.doi.org/10.1103/PhysRev.74.939
http://dx.doi.org/10.1103/PhysRev.74.939
http://dx.doi.org/10.1103/PhysRev.74.939
http://dx.doi.org/https://doi.org/10.1016/j.ppnp.2016.04.003
http://dx.doi.org/https://doi.org/10.1016/j.ppnp.2016.04.003
http://dx.doi.org/https://doi.org/10.1016/j.ppnp.2016.04.003
https://arxiv.org/abs/2411.05062
https://arxiv.org/abs/2411.05062
https://arxiv.org/abs/2411.05062
https://arxiv.org/abs/2411.05062
http://dx.doi.org/10.1103/PhysRevLett.32.438
http://dx.doi.org/10.1103/PhysRevLett.38.1440
http://dx.doi.org/10.1103/PhysRevLett.40.223
http://dx.doi.org/10.1103/PhysRevLett.40.223
http://dx.doi.org/10.1103/PhysRevLett.40.223
http://dx.doi.org/10.1103/PhysRevLett.40.279
http://dx.doi.org/10.1103/PhysRevLett.38.1440
http://dx.doi.org/10.1103/RevModPhys.82.557
http://dx.doi.org/10.1103/RevModPhys.82.557
http://dx.doi.org/10.1103/RevModPhys.82.557
http://dx.doi.org/10.1016/j.physrep.2004.08.031
http://dx.doi.org/10.1103/physrevlett.120.151301
http://dx.doi.org/10.1007/jhep06(2018)131
http://dx.doi.org/10.1007/jhep03(2021)243
http://dx.doi.org/10.1007/JHEP07(2023)234
http://dx.doi.org/10.1007/JHEP07(2023)234
http://dx.doi.org/10.1007/JHEP07(2023)234
http://dx.doi.org/10.1140/epjc/s10052-016-4034-8

4109

4110

4111

4112

4113

4114

4115

4116

4117

4118

4119

4120

4121

4122

4123

4124

4125

4126

4127

4128

4129

4130

4131

4132

4133

4134

4135

4136

4137

4138

4139

4140

4141

4142

4143

4144

4145

225

REFERENCES

[42]

[43]

[44]

[45]

[46]

[49]

[50]

[53]

[54]

[55]

CMS COLLABORATION; “Search for Exotic Higgs Boson Decays H — aa —
4~ with Events Containing Two Merged Diphotons in Proton-Proton Colli-
sions at /s = 13 TeV”; Phys. Rev. Lett. 131 (2023). Cited on page 19

CMS COLLABORATION; “Search for the exotic decay of the Higgs boson into

two light pseudoscalars with four photons in the final state in proton-proton
collisions at /s = 13 TeV”; JHEP 2023 (2023). Cited on page 19

ATLAS COLLABORATION; “Search for short- and long-lived axion-like parti-
cles in H — aa — 4~ decays with the ATLAS experiment at the LHC”; Eur.
Phys. J. C 84 (2024). Cited on page 19

E. CHAPON et al.; “Anomalous quartic WW~~y, ZZ~~ and trilinear WW ~~
couplings in two-photon processes at high luminosity at the LHC”; Phys. Rev.
D 81 (2010). Cited on page 19

0. KeEpkA & C. RoyoN; “Anomalous WW+ coupling in photon-induced pro-
cesses using forward detectors at the CERN LHC”; Phys. Rev. D 78 (2008).
Cited on page 19

S. FiIcHET & G. VON GERSDORFF; “Anomalous gauge couplings from
composite Higgs and warped extra dimensions”; JHEP 2014 (2014).
Cited on page 19

S. FICHET et al.; “Probing new physics in diphoton production with pro-
ton tagging at the Large Hadron Collider”; Phys. Rev. D 89 (2014).
Cited on page 19

C. BALDENEGRO et al.; “Probing the anomalous yyvZ coupling at the LHC
with proton tagging”; JHEP 2017 (2017). Cited on page 19

C. BALDENEGRO & S. FICHET; “Anomalous gauge interactions in photon
collisions at the LHC and the FCC”; (2017). https://arxiv.org/abs/1708.
07531; 1708.07531. Cited on page 19

S. INAN; “Dimension-six anomalous t¢7y couplings in v collision at the LHC”;
Nucl. Phys. B 897, pp. 289-301 (2015). Cited on page 19

I. SAHIN & S. INAN; “Probe of unparticles at the LHC in exclusive two lepton
and two photon production via photon-photon fusion”; JHEP 2009, p. 69
(2009). Cited on page 19

S. FICHET; “Shining light on polarizable dark particles”; JHEP 2017 (2017).
Cited on page 19

S. ATAG et al.; “Extra dimensions in 7y — v process at the CERN-LHC”;
JHEP 2010 (2010). Cited on page 19

R. S. GupTA; “Probing quartic neutral gauge boson couplings using diffractive
photon fusion at the LHC”; Phys. Rev. D 85 (2012). Cited on page 19


http://dx.doi.org/10.1103/physrevlett.131.101801
http://dx.doi.org/10.1007/jhep07(2023)148
http://dx.doi.org/10.1140/epjc/s10052-024-12979-0
http://dx.doi.org/10.1140/epjc/s10052-024-12979-0
http://dx.doi.org/10.1140/epjc/s10052-024-12979-0
http://dx.doi.org/10.1103/physrevd.81.074003
http://dx.doi.org/10.1103/physrevd.81.074003
http://dx.doi.org/10.1103/physrevd.81.074003
http://dx.doi.org/10.1103/physrevd.78.073005
http://dx.doi.org/10.1007/jhep03(2014)102
http://dx.doi.org/10.1103/physrevd.89.114004
http://dx.doi.org/10.1007/jhep06(2017)142
https://arxiv.org/abs/1708.07531
https://arxiv.org/abs/1708.07531
https://arxiv.org/abs/1708.07531
https://arxiv.org/abs/1708.07531
http://dx.doi.org/10.1016/j.nuclphysb.2015.05.028
http://dx.doi.org/10.1088/1126-6708/2009/09/069
http://dx.doi.org/10.1088/1126-6708/2009/09/069
http://dx.doi.org/10.1088/1126-6708/2009/09/069
http://dx.doi.org/10.1007/jhep04(2017)088
http://dx.doi.org/10.1007/jhep09(2010)042
http://dx.doi.org/10.1103/physrevd.85.014006

4146

4147

4148

4149

4150

4151

4152

4153

4154

4155

4156

4157

4158

4159

4160

4161

4162

4163

4164

4165

4166

4167

4168

4169

4170

4171

4172

4173

4174

4175

4176

4177

4178

4179

4180

4181

4182

REFERENCES 226

[56] H. Sun; “Large extra dimension effects through light-by-light scattering at
the CERN LHC”; Eur. Phys. J. C 74 (2014). Cited on page 19

[57] L. N. EPELE et al.; “Looking for magnetic monopoles at LHC with diphoton
events”; Eur. Phys. J. Plus 127 (2012). Cited on page 19

[58] S. FICHET et al.; “Scattering light by light at 750 GeV at the LHC”; Phys.
Rev. D 93 (2016). Cited on page 19

[59] S. FICHET et al.; “Measuring the Diphoton Coupling of a 750 GeV Resonance”;
Phys. Rev. Lett. 116 (2016). Cited on page 19

[60] S. FICHET et al.; “Light-by-light scattering with intact protons at the LHC:
from standard model to new physics”; JHEP 2015 (2015).  Cited on page 19

[61] S. FICHET; “Prospects for new physics searches at the LHC in the forward
proton mode”; (2015). https://arxiv.org/abs/1510.01004; 1510.01004.
Cited on page 19

[62] A. M. COOPER-SARKAR; “Parton Distribution Functions for discovery physics
at the LHC”; (2023). https://arxiv.org/abs/2302.11788; 2302.11788.
Cited on page 20

[63] H1 AND ZEUS COLLABORATIONS; “Combination of Measurements of In-
clusive Deep Inelastic e*p Scattering Cross Sections and QCD Analysis of
HERA Data”; (2015). https://arxiv.org/abs/1506.06042; 1506.06042.

Cited on page 20

[64] Z. P. ZHANG; “Determination of proton parton distribution functions using
ATLAS data”; Technical report; CERN; Geneva (2022). https://cds.cern.
ch/record/2835612. Cited on page 20

[65] C. SCHMIDT et al.; “CT14QED parton distribution functions from isolated
photon production in deep inelastic scattering”; Phys. Rev. D 93 (2016).
2 citations on pages 20 and 23

[66] S. BAILEY et al.; “Parton distributions from LHC, HERA, Tevatron and fixed
target data: MSHT20 PDFs”; Eur. Phys. J. C 81 (2021).  Cited on page 20

[67] T. CRIDGE et al.; “QED parton distribution functions in the MSHT20 fit”;
Eur. Phys. J. C 82 (2022). Cited on page 20

[68] L. A. HARLAND-LANG et al.; “Ad Lucem: QED parton distribution functions
in the MMHT framework”; Eur. Phys. J. C 79 (2019). Cited on page 20

[69] A. BUCKLEY et al.; “LHAPDFG6: parton density access in the LHC precision
era”; Eur. Phys. J. C 75 (2015). Cited on page 20

[70] J. C. CorLINs et al; “Factorization of Hard Processes in QCD”;
(2004). https://arxiv.org/abs/hep-ph/0409313;  hep-ph/0409313.
2 citations on pages 21 and 71


http://dx.doi.org/10.1140/epjc/s10052-014-2977-1
http://dx.doi.org/10.1140/epjp/i2012-12060-8
http://dx.doi.org/10.1103/physrevd.93.075031
http://dx.doi.org/10.1103/physrevd.93.075031
http://dx.doi.org/10.1103/physrevd.93.075031
http://dx.doi.org/10.1103/physrevlett.116.231801
http://dx.doi.org/10.1007/jhep02(2015)165
https://arxiv.org/abs/1510.01004
https://arxiv.org/abs/1510.01004
https://arxiv.org/abs/2302.11788
https://arxiv.org/abs/2302.11788
https://arxiv.org/abs/1506.06042
https://arxiv.org/abs/1506.06042
https://cds.cern.ch/record/2835612
https://cds.cern.ch/record/2835612
https://cds.cern.ch/record/2835612
http://dx.doi.org/10.1103/physrevd.93.114015
http://dx.doi.org/10.1140/epjc/s10052-021-09057-0
http://dx.doi.org/10.1140/epjc/s10052-022-10028-2
http://dx.doi.org/10.1140/epjc/s10052-019-7296-0
http://dx.doi.org/10.1140/epjc/s10052-015-3318-8
https://arxiv.org/abs/hep-ph/0409313
https://arxiv.org/abs/hep-ph/0409313

4183

4184

4185

4186

4187

4188

4189

4190

4191

4192

4193

4104

4195

4196

4197

4198

4199

4200

4201

4202

4203

4204

4205

4206

4207

4208

4209

4210

4211

4212

4213

4214

4215

4216

4217

4218

4219

227

REFERENCES

[71]

[72]

[73]

[74]

[75]

[76]

[81]

[82]

[33]

[84]

[85]

J. C. CoLLINS & D. E. SOPER; “The Theorems of Perturbative QCD”; Annu.
Rev. Nucl. Part. Sci. 37, pp. 383-409 (1987). Cited on page 21

ATLAS COLLABORATION; “Standard Model Summary Plots June 2024”;
Technical report; CERN; Geneva (2024). https://cds.cern.ch/record/
2903866. 2 citations on pages 22 and 239

NNPDF COLLABORATION; “Parton distributions for the LHC run II”; JHEP
2015 (2015). Cited on page 23

R. M. MARTIN, A.D.; “The photon PDF of the proton”; Eur. Phys. J. C 74
(2014). Cited on page 23

C. A. BERTULANI; “Electromagnetic interaction of ultrarelativistic heavy
ions”; Phys. Rev. A 63 (2001). Cited on page 23

V. BUDNEV et al.; “The two-photon particle production mechanism. Physical
problems. Applications. Equivalent photon approximation”; Phys. Rep. 15,
pp. 181-282 (1975). Cited on page 23

M. I. VysoTsky & E. V. ZHEMCHUGOV; “Equivalent photons in proton-
proton and ion-ion collisions at the Large Hadron Collider”; Physics-Uspekhi
62, pp. 910-919 (2019). Cited on page 24

T. HAN et al.; “Structure-function approach to vector-boson scattering in pp
collisions”; Phys. Rev. Lett. 69, pp. 3274-3277 (1992). Cited on page 24

L. HARLAND-LANG; “The proton in high definition: revisiting photon-
initiated production in high energy collisions”; JHEP 2020 (2020).
Cited on page 24

L. A. HARLAND-LANG, et al.; “A new approach to modelling elastic and
inelastic photon-initiated production at the LHC: SuperChic 4”; Eur. Phys.
J. C 80 (2020). 6 citations on pages 25, 27, 31, 142, 183, and 245

S. FICHET et al.; “Light-by-light scattering with intact protons at the LHC:
from standard model to new physics”; JHEP 2015 (2015).  Cited on page 26

L. A. HARLAND-LANG et al.; “The photon PDF in events with rapidity gaps”;
Eur. Phys. J. C 76 (2016). Cited on page 27

V. A. KHOZE et al.; “Multiple interactions and rapidity gap survival”; J. Phys.
G: Nucl. Part. Phys. 45, p. 053002 (2018). Cited on page 27

M. TrzEBINSKI; “Diffractive Physics at the LHC”; Ukr. J. Phys. 64, pp.
772-775 (2019). Cited on page 27

ATLAS COLLABORATION; “Observation and measurement of forward
proton scattering in association with lepton pairs produced via the
photon fusion mechanism at ATLAS”; Phys. Rev. Lett. 125 (2020).

12 citations on pages 27, 72, 82, 92, 134, 138, 161, 174, 183, 207, 208, and 249


http://dx.doi.org/https://doi.org/10.1146/annurev.ns.37.120187.002123
http://dx.doi.org/https://doi.org/10.1146/annurev.ns.37.120187.002123
http://dx.doi.org/https://doi.org/10.1146/annurev.ns.37.120187.002123
https://cds.cern.ch/record/2903866
https://cds.cern.ch/record/2903866
https://cds.cern.ch/record/2903866
http://dx.doi.org/https://doi.org/10.1007/JHEP04(2015)040
http://dx.doi.org/https://doi.org/10.1007/JHEP04(2015)040
http://dx.doi.org/https://doi.org/10.1007/JHEP04(2015)040
http://dx.doi.org/https://doi.org/10.1140/epjc/s10052-014-3040-y
http://dx.doi.org/https://doi.org/10.1140/epjc/s10052-014-3040-y
http://dx.doi.org/https://doi.org/10.1140/epjc/s10052-014-3040-y
http://dx.doi.org/10.1103/PhysRevA.63.062706
http://dx.doi.org/https://doi.org/10.1016/0370-1573(75)90009-5
http://dx.doi.org/https://doi.org/10.1016/0370-1573(75)90009-5
http://dx.doi.org/https://doi.org/10.1016/0370-1573(75)90009-5
http://dx.doi.org/10.3367/ufne.2018.07.038389
http://dx.doi.org/10.3367/ufne.2018.07.038389
http://dx.doi.org/10.3367/ufne.2018.07.038389
http://dx.doi.org/10.1103/PhysRevLett.69.3274
http://dx.doi.org/10.1007/jhep03(2020)128
http://dx.doi.org/10.1140/epjc/s10052-020-08455-0
http://dx.doi.org/10.1140/epjc/s10052-020-08455-0
http://dx.doi.org/10.1140/epjc/s10052-020-08455-0
http://dx.doi.org/https://doi.org/10.1007/JHEP02(2015)165
http://dx.doi.org/10.1140/epjc/s10052-016-4100-2
http://dx.doi.org/10.1088/1361-6471/aab1bf
http://dx.doi.org/10.1088/1361-6471/aab1bf
http://dx.doi.org/10.1088/1361-6471/aab1bf
http://dx.doi.org/10.15407/ujpe64.8.772
http://dx.doi.org/10.15407/ujpe64.8.772
http://dx.doi.org/10.15407/ujpe64.8.772
http://dx.doi.org/10.1103/PhysRevLett.125.261801

4220

4221

4222

4223

4224

4225

4226

4227

4228

4229

4230

4231

4232

4233

4234

4235

4236

4237

4238

4239

4240

4241

4242

4243

4244

4245

4246

4247

4248

4249

4250

4251

4252

4253

4254

4255

REFERENCES 228

[86] T. GLEISBERG et al.; “Event generation with SHERPA 1.17; JHEP 2009, p. 7
(2009). 3 citations on pages 29, 30, and 239

[87] ATLAS COLLABORATION; “Observation of photon-induced W*W ™~ produc-
tion in pp collisions at /s = 13 TeV using the ATLAS detector”; Phys. Lett.
B 816 (2021). 5 citations on pages 29, 161, 162, 174, and 212

[88] ATLAS COLLABORATION; “Measurement of distributions sensitive to the

underlying event in inclusive Z boson production in pp collisions at /s = 13
TeV with the ATLAS detector”; Eur. Phys. J. C 79 (2019).  Cited on page 29

89] E. BOTHMANN et al.; “Event generation with Sherpa 2.2”; SciPost Phys. 7
Yy
(2019). Cited on page 29

[90] M. BAHR et al.; “Herwig++ physics and manual.” Eur. Phy. J. C 58, pp.
639-707 (2008). Cited on page 29

[91] T. SIOSTRAND et al.; “An introduction to PYTHIA 8.2”; Comput. Phys.
Commun. 191, pp. 159-177 (2015). 2 citations on pages 29 and 141

[92] C. BIERLICH et al; “A comprehensive guide to the physics and usage of
PYTHIA 8.3"; (2022). https://arxiv.org/abs/2203.11601; 2203.11601.
Cited on page 29

93] J. ALwALL, R. FREDERIX, S. FRIXIONE et al.; “The automated com-
putation of tree-level and next-to-leading order differential cross sections,
and their matching to parton shower simulations”; JHEP 2014 (2014).

2 citations on pages 30 and 143

[94] J. ALWALL et al.; “Computing decay rates for new physics theories with Feyn-
Rules and MadGraph 5. aMC@QNLQO”; Comput. Phys. Commun. 197, pp. 312—
323 (2015). Cited on page 30

[95] R. FREDERIX et al.; “The automation of next-to-leading order electroweak
calculations”; JHEP 2018 (2018). Cited on page 30

[96] L. A. HARLAND-LANG et al.; “Photon-Photon Collisions with SuperChic”;
CERN Conf. Proc. 1, p. 59 (2018). 2 citations on pages 30 and 141

[97] S. AGOSTINELLI et al.; “Geant4 - a simulation toolkit”; Nucl. Instrum. Meth-
ods Phys. Res. A 506, pp. 250-303 (2003). Cited on page 31

98] G. AAD et al.; “The ATLAS Simulation Infrastructure”; Eur. Phys. J. C 70,
pp. 823-874 (2010). Cited on page 31

[99] A. HasiB; “ATLAS Fast Simulation - from classical to deep learning”; (2022).
Cited on page 31

[100] E. LopiENskA; “The CERN accelerator complex, layout in 2022.” (2022).
2 citations on pages 34 and 239


http://dx.doi.org/10.1088/1126-6708/2009/02/007
http://dx.doi.org/10.1088/1126-6708/2009/02/007
http://dx.doi.org/10.1088/1126-6708/2009/02/007
http://dx.doi.org/10.1016/j.physletb.2021.136190
http://dx.doi.org/10.1016/j.physletb.2021.136190
http://dx.doi.org/10.1016/j.physletb.2021.136190
http://dx.doi.org/10.1140/epjc/s10052-019-7162-0
http://dx.doi.org/10.21468/scipostphys.7.3.034
http://dx.doi.org/10.21468/scipostphys.7.3.034
http://dx.doi.org/10.21468/scipostphys.7.3.034
http://dx.doi.org/https://doi.org/10.1140/epjc/s10052-008-0798-9
http://dx.doi.org/https://doi.org/10.1140/epjc/s10052-008-0798-9
http://dx.doi.org/https://doi.org/10.1140/epjc/s10052-008-0798-9
http://dx.doi.org/https://doi.org/10.1016/j.cpc.2015.01.024
http://dx.doi.org/https://doi.org/10.1016/j.cpc.2015.01.024
http://dx.doi.org/https://doi.org/10.1016/j.cpc.2015.01.024
https://arxiv.org/abs/2203.11601
https://arxiv.org/abs/2203.11601
http://dx.doi.org/https://doi.org/10.1007/JHEP07(2014)079
http://dx.doi.org/10.1016/j.cpc.2015.08.031
http://dx.doi.org/10.1016/j.cpc.2015.08.031
http://dx.doi.org/10.1016/j.cpc.2015.08.031
http://dx.doi.org/10.1007/jhep07(2018)185
http://dx.doi.org/10.23727/CERN-Proceedings-2018-001.59
http://dx.doi.org/https://doi.org/10.1016/S0168-9002(03)01368-8
http://dx.doi.org/https://doi.org/10.1016/S0168-9002(03)01368-8
http://dx.doi.org/https://doi.org/10.1016/S0168-9002(03)01368-8
http://dx.doi.org/10.1140/epjc/s10052-010-1429-9
http://dx.doi.org/10.1140/epjc/s10052-010-1429-9
http://dx.doi.org/10.1140/epjc/s10052-010-1429-9

4256

4257

4258

4259

4260

4261

4262

4263

4264

4265

4266

4267

4268

4269

4270

4271

4272

4273

4274

4275

4276

4277

4278

4279

4280

4281

4282

4283

4284

4285

4286

4287

4288

4289

4290

4291

4292

229

REFERENCES

[101]

[102]

103]

[104]

[105]

106

[107]

[108]

109]

[110]

111

[112]

ATLAS CoOLLABORATION; “ATLAS: Technical proposal for a general-
purpose pp experiment at the Large Hadron Collider at CERN”; (1994).
Cited on page 35

CMS COLLABORATION; “CMS, the Compact Muon Solenoid: Technical pro-
posal”; (1994). Cited on page 35

LHCB CoOLLABORATION; “LHCb technical proposal: A Large Hadron Col-
lider Beauty Experiment for Precision Measurements of CP Violation and Rare
Decays”; (1998). Cited on page 35

ALICE CoLLABORATION; “ALICE: Technical proposal for a large ion collider
experiment at the CERN LHC”; (1995). Cited on page 35

ATLAS COLLABORATION; “Luminosity determination in pp collisions at
Vs = 13 TeV using the ATLAS detector at the LHC”; Technical re-
port; CERN; Geneva (2019). https://cds.cern.ch/record/2677054.

Cited on page 35

P. GRAFSTROM & W. KOZANECKI; “Luminosity determination at proton col-
liders”; Prog. Part. Nucl. Phys. 81, pp. 97-148 (2015). Cited on page 36

R. STEERENBERG et al.; “Operation and Performance of the Cern Large
Hadron Collider During Proton Run 27; in “Proc. 10th International Particle
Accelerator Conference (IPAC’19), Melbourne, Australia, 19-24 May 2019,”
Number 10 in International Particle Accelerator Conferences ; pp. 504-507
(JACoW Publishing, Geneva, Switzerland) (2019); ISBN 978-3-95450-208-0.

Cited on page 36

ATLAS COLLABORATION; “The ATLAS experiment at the CERN Large
Hadron Collider: a description of the detector configuration for Run 3”7; JINST
19 (2024). Cited on page 36

ATLAS CoOLLABORATION; “Public ATLAS Luminosity Results for
Run-2 of the LHC - 2017 pp Collisions”; (2017).  https://twiki.
cern.ch/twiki/bin/view/AtlasPublic/LuminosityPublicResultsRun2.

3 citations on pages 37, 53, and 239

CERN; “The HL-LHC project”; (2025). https://hilumilhc.web.cern.ch/
content/hl-lhc-project. 2 citations on pages 38 and 240

J.  PEQUENAO; “Computer generated image of the whole AT-
LAS detector”;  (2008). https://cds.cern.ch/record/1095924.
2 citations on pages 40 and 240

J. PEQUENAO; “Computer generated image of the ATLAS in-

ner detector”; (2008). https://cds.cern.ch/record/1095926.
2 citations on pages 42 and 240


http://dx.doi.org/10.17181/CERN.NR4P.BG9K
https://cds.cern.ch/record/2677054
http://dx.doi.org/https://doi.org/10.1016/j.ppnp.2014.11.002
http://dx.doi.org/doi:10.18429/JACoW-IPAC2019-MOPMP031
http://dx.doi.org/doi:10.18429/JACoW-IPAC2019-MOPMP031
http://dx.doi.org/doi:10.18429/JACoW-IPAC2019-MOPMP031
http://dx.doi.org/10.1088/1748-0221/19/05/p05063
http://dx.doi.org/10.1088/1748-0221/19/05/p05063
http://dx.doi.org/10.1088/1748-0221/19/05/p05063
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/LuminosityPublicResultsRun2
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/LuminosityPublicResultsRun2
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/LuminosityPublicResultsRun2
https://hilumilhc.web.cern.ch/content/hl-lhc-project
https://hilumilhc.web.cern.ch/content/hl-lhc-project
https://hilumilhc.web.cern.ch/content/hl-lhc-project
https://cds.cern.ch/record/1095924
https://cds.cern.ch/record/1095926

4293

4294

4295

4296

4297

4298

4299

4300

4301

4302

4303

4304

4305

4306

4307

4308

4309

4310

4311

4312

4313

4314

4315

4316

4317

4318

4319

4320

4321

4322

4323

4324

4325

4326

4327

4328

REFERENCES 230

[113] ATLAS CoOLLABORATION; “ATLAS central solenoid: Technical design re-
port”; (1997). Cited on page 41

[114] M. CAPEANS et al.; “ATLAS Insertable B-Layer Technical Design Re-
port”; Technical report (2010). https://cds.cern.ch/record/1291633.
2 citations on pages 42 and 77

[115] ATLAS COLLABORATION; “ATLAS inner detector: Technical design report.

Vol. 17; (1997). 2 citations on pages 43 and 44
[116] J. PEQUENAO; “Computer  Generated image of the ATLAS
calorimeter”; (2008). https://cds.cern.ch/record/1095927.

2 citations on pages 45 and 240

[117] ATLAS COLLABORATION; “ATLAS liquid argon calorimeter: Technical de-

sign report”; (1996). 5 citations on pages 46, 47, 48, 49, and 240
[118] ATLAS COLLABORATION; “ATLAS tile calorimeter: Technical design re-
port”; (1996). Cited on page 48
[119] J. ProubprooT & T. DAVIDEK; “Tile  module schematic”;
(2008). https://twiki.cern.ch/twiki/bin/view/AtlasPublic/
PublishedTilecalFigures. 2 citations on pages 48 and 240

[120] J. PEQUENAO; “Computer generated image of the ATLAS Muons
subsystem”; (2008). https://cds.cern.ch/record/1095929.
2 citations on pages 50 and 240

[121] ATLAS CoOLLABORATION; “The ATLAS Experiment at the CERN Large
Hadron Collider”; JINST 3 (2008). Cited on page 51

[122] ATLAS COLLABORATION; ATLAS muon spectrometer: Technical De-
sign Report; Technical design report. ATLAS (CERN, Geneva). (1997).

Cited on page 51

[123] ATLAS COLLABORATION; “ATLAS Forward Detectors”;
(2018). https://cds.cern.ch/record/2627582;  general Photo.
2 citations on pages 52 and 240

[124] L. FaBBRI; “Forward Detectors in ATLAS: LUCID, ZDC and ALFA”; p. 166
(2009). 2 citations on pages 52 and 53

[125] ViazrLo, O AND THE ATLAS LUCID CoOLLABORATION; “ATLAS LUCID
detector upgrade for LHC Run 2”; Technical report; CERN; Geneva (2015).
https://cds.cern.ch/record/2062038. Cited on page 52

[126] P. JENNI et al.; “Zero Degree Calorimeters for ATLAS”; Technical re-
port; CERN; Geneva (2007). https://cds.cern.ch/record/1009649.
Cited on page 53


http://dx.doi.org/10.17181/CERN.ZZVJ.2JYE
https://cds.cern.ch/record/1291633
https://cds.cern.ch/record/1095927
http://dx.doi.org/10.17181/CERN.FWRW.FOOQ
http://dx.doi.org/10.17181/CERN.JRBJ.7O28
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/PublishedTilecalFigures
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/PublishedTilecalFigures
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/PublishedTilecalFigures
https://cds.cern.ch/record/1095929
http://dx.doi.org/10.1088/1748-0221/3/08/S08003
https://cds.cern.ch/record/2627582
https://cds.cern.ch/record/2062038
https://cds.cern.ch/record/1009649

4329

4330

4331

4332

4333

4334

4335

4336

4337

4338

4339

4340

4341

4342

4343

4344

4345

4346

4347

4348

4349

4350

4351

4352

4353

4354

4355

4356

4357

4358

4359

4360

4361

4362

4363

4364

4365

4366

231

REFERENCES

[127)

[128]

[129]

[130]

131]

[132]

[133]

[134]

135

[136]

[137]

138

[139]

[140]

L. AbAMCZYK et al.; “Technical Design Report for the ATLAS Forward
Proton Detector”; Technical report (2015). https://cds.cern.ch/record/
2017378. 5 citations on pages 53, 72, 76, 77, and 240

P. JENNT et al.; “ATLAS Forward Detectors for Measurement of Elastic Scat-
tering and Luminosity”; (2008). Cited on page 53

ATLAS COLLABORATION; “Operation of the ATLAS trigger system in Run
27; JINST 15 (2020). 2 citations on pages 54 and 240

R. ACHENBACH et al.; “The ATLAS Level-1 Calorimeter Trigger”; Techni-
cal report; CERN; Geneva (2008). https://cds.cern.ch/record/1080560.
Cited on page 54

ATLAS CoLLABORATION; “Performance of the ATLAS Level-1 topological
trigger in Run 2”; Eur. Phys. J. C 82, p. 7 (2022). Cited on page 54

W. BUTTINGER; “The ATLAS Level-1 Trigger System”; Technical re-
port; CERN; Geneva (2012). https://cds.cern.ch/record/1456546.
Cited on page 55

S. MEHLHASE; “ATLAS detector slice (and particle visualisations)”; (2021).
2 citations on pages 56 and 240

ATLAS CoLLABORATION; “ATLAS Tracking Software Tutorial”; (2024).
5 citations on pages 57, 58, 59, 62, and 240

R. FRUHWIRTH; “Application of Kalman filtering to track and vertex fit-
ting”; Nucl. Instrum. Methods Phys. Res. A 262, pp. 444-450 (1987).
Cited on page 57

ATLAS CoOLLABORATION; “Performance of the reconstruction of large im-
pact parameter tracks in the ATLAS inner detector”; Technical report; CERN;
Geneva (2017). https://cds.cern.ch/record/2275635.  Cited on page 59

ATLAS CoOLLABORATION;  “Early Inner Detector Tracking Per-
formance in the 2015 data at /s = 13 TeV”; Technical report;
CERN;  Geneva (2015). https://cds.cern.ch/record/2110140.

3 citations on pages 60, 61, and 240

ATLAS COLLABORATION; “Reconstruction of primary vertices at the AT-
LAS experiment in Run 1 proton-proton collisions at the LHC”; Eur. Phys. J.
C 77 (2017). 2 citations on pages 61 and 62

W. LAMPL et al.; “Calorimeter Clustering Algorithms: Description and Per-
formance”; Technical report; CERN; Geneva (2008). https://cds.cern.ch/
record/1099735. Cited on page 63

ATLAS COLLABORATION; “Electron and photon energy calibration with
the ATLAS detector using LHC Run 1 data”; Eur. Phys. J. C 74 (2014).
Cited on page 63


https://cds.cern.ch/record/2017378
https://cds.cern.ch/record/2017378
https://cds.cern.ch/record/2017378
http://dx.doi.org/10.17181/CERN-LHCC-2008-004
http://dx.doi.org/10.1088/1748-0221/15/10/P10004
https://cds.cern.ch/record/1080560
http://dx.doi.org/10.1140/epjc/s10052-021-09807-0
https://cds.cern.ch/record/1456546
http://dx.doi.org/https://doi.org/10.1016/0168-9002(87)90887-4
https://cds.cern.ch/record/2275635
https://cds.cern.ch/record/2110140
http://dx.doi.org/10.1140/epjc/s10052-017-4887-5
http://dx.doi.org/10.1140/epjc/s10052-017-4887-5
http://dx.doi.org/10.1140/epjc/s10052-017-4887-5
https://cds.cern.ch/record/1099735
https://cds.cern.ch/record/1099735
https://cds.cern.ch/record/1099735
http://dx.doi.org/10.1140/epjc/s10052-014-3071-4

4367

4368

4369

4370

4371

4372

4373

4374

4375

4376

4377

4378

4379

4380

4381

4382

4383

4384

4385

4386

4387

4388

4389

4390

4391

4392

4393

4394

4395

4396

4397

4398

4399

4400

4401

4402

4403

REFERENCES 232

[141]

142]

[143)]

[144]

[145]

[146]

[147]

[148]

149

[150]

[151]

152]

ATLAS COLLABORATION; “Electron and photon reconstruction and per-
formance in ATLAS using a dynamical, topological cell clustering-based ap-
proach”; Technical report; CERN; Geneva (2017). https://cds.cern.ch/
record/2298955. 2 citations on pages 63 and 64

ATLAS COLLABORATION; “Performance of the ATLAS electromagnetic
calorimeter for 7% — v and  — 7 events”; Technical report; CERN; Geneva
(2010). https://cds.cern.ch/record/1273999. Cited on page 63

ATLAS CoLLABORATION; “Electron and photon performance measurements
with the ATLAS detector using the 2015-2017 LHC proton-proton collision
data”; JINST 14 (2019). Cited on page 64

ATLAS COLLABORATION; “Electron and photon efficiencies in

LHC Run 2 with the ATLAS experiment”; JHEP 2024 (2024).
2 citations on pages 65 and 240

S. RETTIE; “Muon identification and performance in the ATLAS experiment”;
Technical report; CERN; Geneva (2018). https://cds.cern.ch/record/
2626330. 3 citations on pages 66, 68, and 240

J. ILLINGWORTH & J. KITTLER; “A survey of the hough transform”; CVGIP
44, pp. 87-116 (1988). Cited on page 66

ATLAS COLLABORATION; “Muon reconstruction and identification efficiency
in ATLAS using the full Run 2 pp collision data set at /s = 13 TeV”; Eur.
Phys. J. C 81 (2021). 3 citations on pages 67, 68, and 240

M. CACCIARI et al.; “The anti-ktjet clustering algorithm”; JHEP 2008, p. 63
(2008). Cited on page 69

S. ScHRAMM; “ATLAS Jet Reconstruction, Calibration, and Tagging of
Lorentz-boosted Objects”; Technical report; CERN; Geneva (2017). https:
//cds.cern.ch/record/2291608. Cited on page 69

ATLAS COLLABORATION; “Reconstruction, Identification, and Calibration
of hadronically decaying tau leptons with the ATLAS detector for the LHC
Run 3 and reprocessed Run 2 data”; Technical report; CERN; Geneva (2022).
https://cds.cern.ch/record/2827111. Cited on page 69

ATLAS COLLABORATION; “The performance of missing transverse momen-
tum reconstruction and its significance with the ATLAS detector using 140
fb~! of /s = 13 TeV pp collisions”; (2024). https://arxiv.org/abs/2402.
05858; 2402.05858. Cited on page 69

CMS-TOTEM CoOLLABORATION; “CMS-TOTEM Precision Proton Spec-
trometer”; Technical report (2014). https://cds.cern.ch/record/1753795.
2 citations on pages 71 and 74


https://cds.cern.ch/record/2298955
https://cds.cern.ch/record/2298955
https://cds.cern.ch/record/2298955
https://cds.cern.ch/record/1273999
http://dx.doi.org/10.1088/1748-0221/14/12/P12006
http://dx.doi.org/10.1007/jhep05(2024)162
https://cds.cern.ch/record/2626330
https://cds.cern.ch/record/2626330
https://cds.cern.ch/record/2626330
http://dx.doi.org/https://doi.org/10.1016/S0734-189X(88)80033-1
http://dx.doi.org/https://doi.org/10.1016/S0734-189X(88)80033-1
http://dx.doi.org/https://doi.org/10.1016/S0734-189X(88)80033-1
http://dx.doi.org/10.1140/epjc/s10052-021-09233-2
http://dx.doi.org/10.1140/epjc/s10052-021-09233-2
http://dx.doi.org/10.1140/epjc/s10052-021-09233-2
http://dx.doi.org/10.1088/1126-6708/2008/04/063
http://dx.doi.org/10.1088/1126-6708/2008/04/063
http://dx.doi.org/10.1088/1126-6708/2008/04/063
https://cds.cern.ch/record/2291608
https://cds.cern.ch/record/2291608
https://cds.cern.ch/record/2291608
https://cds.cern.ch/record/2827111
https://arxiv.org/abs/2402.05858
https://arxiv.org/abs/2402.05858
https://arxiv.org/abs/2402.05858
https://arxiv.org/abs/2402.05858
https://cds.cern.ch/record/1753795

4404

4405

4406

4407

4408

4409

4410

4411

4412

4413

4414

4415

4416

4417

4418

4419

4420

4421

4422

4423

4424

4425

4426

4427

4428

4429

4430

4431

4432

4433

4434

4435

4436

4437

4438

4439

4440

233

REFERENCES

[153]

[154]

(155

[156]

[157]

[158]

[159]

[160]

[161]

[162]

[163]

[164]

ATLAS COLLABORATION; “AFP Figures”; https:
//twiki.cern.ch/twiki/bin/view/Atlas/AFP_Figures.
5 citations on pages 73, 74, 76, 78, and 240

LHC Optics WORKING GRoUP; “LHC Optics Web: LHC Run II pp
physics optics”; https://abpdata.web.cern.ch/abpdata/lhc_optics_web/
www/opt2017/. Cited on page 75

M. TRZEBINSKI; “Machine optics studies for the LHC measurements”; in
“Photonics Applications in Astronomy, Communications, Industry, and High-
Energy Physics Experiments 2014,” | volume 9290, edited by R. S. Ro-
MANIUK ; International Society for Optics and Photonics (SPIE) (2014).

Cited on page 75

ATLAS COLLABORATION; “Performance of the ATLAS Forward Pro-
ton Spectrometer during High Luminosity 2017 Data Taking”; Technical
report; CERN; Geneva (2024). https://cds.cern.ch/record/2890974.

10 citations on pages 75, 82, 83, 86, 88, 89, 91, 92, 237, and 241

J. LANGE et al.; “3D silicon pixel detectors for the ATLAS Forward Physics
experiment”; JINST 10 (2015). Cited on page 77

L. NozkA et al.; “Design of Cherenkov bars for the optical part of the
time-of-flight detector in 44”; Opt. Express 22, pp. 28984-28996 (2014).
Cited on page 79

R. STASZEWSKI & J. CHWASTOWSKI; “Transport simulation and diffractive
event reconstruction at the LHC”; Nucl. Instrum. Methods Phys. Res. A 609,
pp. 136-141 (2009). Cited on page 82

R. STASZEWSKI et al.; “Alignment-related Effects in Forward Proton Experi-
ments at the LHC. Alignment-related Effects in Forward Proton Experiments

at the LHC”; Nucl. Instrum. Methods Phys. Res., A 801, pp. 34-43 (2015).
3 citations on pages 82, 84, and 241

G. VALENTINO et al; “Semiautomatic beam-based LHC collimator align-
ment”; Phys. Rev. ST Accel. Beams 15 (2012). Cited on page 88

G. VALENTINO et al.; “Final implementation, commissioning, and perfor-
mance of embedded collimator beam position monitors in the Large Hadron
Collider”; Phys. Rev. Accel. Beams 20 (2017). Cited on page 88

ATLAS COLLABORATION; “Public Forward Detector Plots for Colli-
sion Data”; https://twiki.cern.ch/twiki/bin/view/AtlasPublic/
ForwardDetPublicResults. 2 citations on pages 90 and 241

ATLAS CoOLLABORATION; “ATLAS data quality operations and performance
for 2015-2018 data-taking”; JINST 15 (2020). Cited on page 90


https://twiki.cern.ch/twiki/bin/view/Atlas/AFP_Figures
https://twiki.cern.ch/twiki/bin/view/Atlas/AFP_Figures
https://twiki.cern.ch/twiki/bin/view/Atlas/AFP_Figures
https://abpdata.web.cern.ch/abpdata/lhc_optics_web/www/opt2017/
https://abpdata.web.cern.ch/abpdata/lhc_optics_web/www/opt2017/
https://abpdata.web.cern.ch/abpdata/lhc_optics_web/www/opt2017/
http://dx.doi.org/10.1117/12.2074647
https://cds.cern.ch/record/2890974
http://dx.doi.org/10.1088/1748-0221/10/03/C03031
http://dx.doi.org/10.1364/OE.22.028984
http://dx.doi.org/https://doi.org/10.1016/j.nima.2009.08.023
http://dx.doi.org/https://doi.org/10.1016/j.nima.2009.08.023
http://dx.doi.org/https://doi.org/10.1016/j.nima.2009.08.023
http://dx.doi.org/10.1016/j.nima.2015.08.010
http://dx.doi.org/10.1103/PhysRevSTAB.15.051002
http://dx.doi.org/10.1103/PhysRevAccelBeams.20.081002
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/ForwardDetPublicResults
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/ForwardDetPublicResults
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/ForwardDetPublicResults
http://dx.doi.org/10.1088/1748-0221/15/04/P04003

4441

4442

4443

4444

4445

4446

4447

4448

4449

4450

4451

4452

4453

4454

4455

4456

4457

4458

4459

4460

4461

4462

4463

4464

4465

4466

4467

4468

4469

4470

4471

4472

4473

4474

4475

4476

4477

REFERENCES 234

[165]

[166]

[167]

[168]

[169]

[170]

[171]

[172]

[173]

[174]

[175]

[176]

[177]

M. KociAN; “Readout and trigger for the AFP detector at ATLAS experi-
ment”; JINST 12 (2017). Cited on page 90

ATLAS CoOLLABORATION;  “Performance of the ATLAS forward
proton Time-of-Flight detector in Run 27; JINST 19 (2024).
2 citations on pages 93 and 241

ATLAS CoLLABORATION; “Performance of the ATLAS Forward Proton
Time-of-Flight Detector in 2017”; Technical report; CERN; Geneva (2021).
https://cds.cern.ch/record/2749821. Cited on page 92

T. SYKOrA; “ATLAS Forward Proton Time-of-Flight Detector: LHC Run2
performance and experiences”; JINST 15 (2020). Cited on page 93

WIKIMEDIA; “P-n junction Equilibrium Graphs”; (2007). https://commons.
wikimedia.org/wiki/File:Pn-junction-equilibrium-graphs.png; under
the CC-BY-SA-3.0. 2 citations on pages 97 and 241

C. POOLE & I. DARWAZEH; “Chapter 11 - Microwave semiconductor materials
and diodes”; in “Microwave Active Circuit Analysis and Design,” , edited by
C. PooLE & I. DARWAZEH ; pp. 355-393 (Academic Press, Oxford) (2016);
ISBN 978-0-12-407823-9. Cited on page 97

B. G. STREETMAN & S. K. BANERJEE; Solid State Electronic Devices, 7™
Edition (Pearson). (2014). Cited on page 98

M. Mory; “Displacement Damage in Silicon Detectors for High En-
ergy Physics”; IEEE Trans. Nucl. Sci. 65, pp. 1561-1582 (2018).
3 citations on pages 98, 103, and 113

JiMBLOM; “Diodes”; (2022). https://learn.sparkfun.com/tutorials/
diodes/real-diode-characteristics. 2 citations on pages 99 and 241

V. MANzARI;  “Silicon Detectors Lecture 27;  (2015). https:
//indico.cern.ch/event/453690/sessions/99350/attachments/
1184199/1726998/2015-11_SiliconDetectors_manzari_Lecture2.pdf.

2 citations on pages 99 and 241

G. Lurz; Semiconductor Radiation Detectors: Device Physics (Springer
Berlin) (2007). 2 citations on pages 100 and 128

F. HARTMANN; Ewvolution of Silicon Sensor Technology in Particle
Physics; Springer Tracts in Modern Physics, volume 275 (Springer) (2017).
3 citations on pages 102, 103, and 242

L. GoONELLA; “Radiation Hardness of Silicon Detectors”; (2022).
https://indico.cern.ch/event/1129266/contributions/4821464/
attachments/2445851/4191110/Si-radiation-hardness_1-2.pdf.

3 citations on pages 102, 103, and 242


http://dx.doi.org/10.1088/1748-0221/12/01/C01077
http://dx.doi.org/10.1088/1748-0221/19/05/p05054
https://cds.cern.ch/record/2749821
http://dx.doi.org/10.1088/1748-0221/15/10/C10004
https://commons.wikimedia.org/wiki/File:Pn-junction-equilibrium-graphs.png
https://commons.wikimedia.org/wiki/File:Pn-junction-equilibrium-graphs.png
https://commons.wikimedia.org/wiki/File:Pn-junction-equilibrium-graphs.png
http://dx.doi.org/https://doi.org/10.1016/B978-0-12-407823-9.00011-1
http://dx.doi.org/10.1109/TNS.2018.2819506
https://learn.sparkfun.com/tutorials/diodes/real-diode-characteristics
https://learn.sparkfun.com/tutorials/diodes/real-diode-characteristics
https://learn.sparkfun.com/tutorials/diodes/real-diode-characteristics
https://indico.cern.ch/event/453690/sessions/99350/attachments/1184199/1726998/2015-11_SiliconDetectors_manzari_Lecture2.pdf
https://indico.cern.ch/event/453690/sessions/99350/attachments/1184199/1726998/2015-11_SiliconDetectors_manzari_Lecture2.pdf
https://indico.cern.ch/event/453690/sessions/99350/attachments/1184199/1726998/2015-11_SiliconDetectors_manzari_Lecture2.pdf
https://indico.cern.ch/event/453690/sessions/99350/attachments/1184199/1726998/2015-11_SiliconDetectors_manzari_Lecture2.pdf
https://indico.cern.ch/event/453690/sessions/99350/attachments/1184199/1726998/2015-11_SiliconDetectors_manzari_Lecture2.pdf
http://dx.doi.org/https://doi.org/10.1007/978-3-540-71679-2
http://dx.doi.org/https://doi.org/10.1007/978-3-540-71679-2
http://dx.doi.org/https://doi.org/10.1007/978-3-540-71679-2
http://dx.doi.org/10.1007/978-3-319-64436-3
https://indico.cern.ch/event/1129266/contributions/4821464/attachments/2445851/4191110/Si-radiation-hardness_1-2.pdf
https://indico.cern.ch/event/1129266/contributions/4821464/attachments/2445851/4191110/Si-radiation-hardness_1-2.pdf
https://indico.cern.ch/event/1129266/contributions/4821464/attachments/2445851/4191110/Si-radiation-hardness_1-2.pdf

4478

4479

4480

4481

4482

4483

4484

4485

4486

4487

4488

4489

4490

4491

4492

4493

4494

4495

4496

4497

4498

4499

4500

4501

4502

4503

4504

4505

4506

4507

4508

4509

4510

4511

4512

4513

4514

4515

235

REFERENCES

[178]

[179]

[180]

[181]

[182]

[183]

[184]

[185]

[186]

[187]

[188]

[189]

ATLAS COLLABORATION; “Technical Design Report for the ATLAS Inner
Tracker Strip Detector”; Technical report; CERN; Geneva (2017). https:
//cds.cern.ch/record/2257755. 2 citations on pages 105 and 242

ATLAS COLLABORATION; “Technical Design Report for the ATLAS Inner
Tracker Pixel Detector”; Technical report; CERN; Geneva (2017). https:
//cds.cern.ch/record/2285585. Cited on page 105

ATLAS CoLLABORATION; “ITk Pixel Layout Updates”; (2020). https:
//atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/ITK-2020-002/.
2 citations on pages 106 and 242

I. MANDIC et al.; “Annealing effects in nt—p strip detectors irradiated with
high neutron fluences”; Nucl. Instrum. Methods Phys. Res. A 629, pp. 101-
105 (2011). Cited on page 126

M. MoLL; “Radiation damage in silicon particle detectors: Microscopic defects
and macroscopic properties”; (1999). Cited on page 126

L. WHK-FUCHS et al.; “Annealing studies of irradiated p-type sensors de-
signed for the upgrade of ATLAS phase-II strip tracker”; Nucl. Instrum. Meth-
ods Phys. Res. A 924, pp. 128-132 (2019). Cited on page 126

R. MARCO-HERNANDEZ et al.; “ALIBAVA: A portable readout system for
silicon microstrip sensors”; (2007). Cited on page 127

CMS COLLABORATION; “A search for new physics in central exclusive pro-
duction using the missing mass technique with the CMS detector and the CMS-
TOTEM precision proton spectrometer”; Eur. Phys. J. C 83, p. 827 (2023).

10 citations on pages 132, 134, 141, 191, 200, 201, 202, 203, 238, and 249

ATLAS COLLABORATION; “Search for new phenomena in final states with
large jet multiplicities and missing transverse momentum using /s = 13 TeV
proton-proton collisions recorded by ATLAS in Run 2 of the LHC”; JHEP
2020 (2020). Cited on page 133

ATLAS COLLABORATION; “Search for electroweak production of charginos
and sleptons decaying into final states with two leptons and missing transverse
momentum in /s = 13 TeV pp collisions using the ATLAS detector”; Eur.
Phys. J. C 80 (2020). Cited on page 133

ATLAS CoOLLABORATION; “Search for direct production of electroweakinos
in final states with one lepton, jets and missing transverse momentum in pp
collisions at /s = 13 TeV with the ATLAS detector”; JHEP 2023 (2023).

Cited on page 133

CMS COLLABORATION; “Search for physics beyond the standard model in

final states with a lepton and missing transverse energy in proton-proton col-
lisions at /s = 8 TeV”; Phys. Rev. D 91 (2015). Cited on page 133


https://cds.cern.ch/record/2257755
https://cds.cern.ch/record/2257755
https://cds.cern.ch/record/2257755
https://cds.cern.ch/record/2285585
https://cds.cern.ch/record/2285585
https://cds.cern.ch/record/2285585
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/ITK-2020-002/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/ITK-2020-002/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/ITK-2020-002/
http://dx.doi.org/https://doi.org/10.1016/j.nima.2010.11.057
http://dx.doi.org/https://doi.org/10.1016/j.nima.2010.11.057
http://dx.doi.org/https://doi.org/10.1016/j.nima.2010.11.057
http://dx.doi.org/https://doi.org/10.1016/j.nima.2018.10.014
http://dx.doi.org/https://doi.org/10.1016/j.nima.2018.10.014
http://dx.doi.org/https://doi.org/10.1016/j.nima.2018.10.014
http://dx.doi.org/10.5170/CERN-2007-007.468
http://dx.doi.org/10.1140/epjc/s10052-023-11687-5
http://dx.doi.org/10.1007/jhep10(2020)062
http://dx.doi.org/10.1007/jhep10(2020)062
http://dx.doi.org/10.1007/jhep10(2020)062
http://dx.doi.org/10.1140/epjc/s10052-019-7594-6
http://dx.doi.org/10.1140/epjc/s10052-019-7594-6
http://dx.doi.org/10.1140/epjc/s10052-019-7594-6
http://dx.doi.org/10.1007/jhep12(2023)167
http://dx.doi.org/10.1103/PhyRevD.91.092005

4516

4517

4518

4519

4520

4521

4522

4523

4524

4525

4526

4527

4528

4529

4530

4531

4532

4533

4534

4535

4536

4537

4538

4539

4540

4541

4542

4543

4544

4545

4546

4547

4548

4549

4550

4551

4552

REFERENCES 236

[190]

[191]

[192]

193]

[194]

[195]

[196]

197]

[198]

[199]

200]

201]

CMS COLLABORATION; “Search for new physics in the lepton plus missing
transverse momentum final state in proton-proton collisions at 13 TeV center-
of-mass energy”; Technical report; CERN; Geneva (2021). https://cds.
cern.ch/record/2758647. Cited on page 133

CMS COLLABORATION; “Search for new physics in the 7 lepton plus missing
transverse momentum final state in proton-proton collisions at /s = 13 TeV”;
JHEP 2023 (2023). Cited on page 133

CMS  COLLABORATION; “Observation of proton-tagged, central
(semi)exclusive production of high-mass lepton pairs in pp collisions at
13 TeV with the CMS-TOTEM precision proton spectrometer”; JHEP 2018
(2018). Cited on page 134

CMS-TOTEM COLLABORATION; “Search for central exclusive production
of top quark pairs in proton-proton collisions at /s = 13 TeV with tagged
protons”; JHEP 2024 (2024). Cited on page 134

CMS-TOTEM COLLABORATION; “Search for high-mass exclusive diphoton
production with tagged protons in proton-proton collisions at /s = 13 TeV”;
Phys. Rev. D 110 (2024). Cited on page 134

CMS-TOTEM COLLABORATION; “Search for high-mass exclusive vy —
WW and vy — ZZ production in proton-proton collisions at /s = 13 TeV”;
JHEP 2023 (2023). Cited on page 134

A. AvLLouL et al.; “FeynRules 2.0 - A complete toolbox for tree-level
phenomenology”; Comput. Phys. Commun. 185, pp. 2250-2300 (2014).
Cited on page 144

C. DEGRANDE et al.; “UFO - The Universal FeynRules Output”; Comput.
Phys. Commun. 183, pp. 1201-1214 (2012). Cited on page 144

“Tagging and suppression of pileup jets with the ATLAS detector”; Techni-
cal report; CERN; Geneva (2014). https://cds.cern.ch/record/1700870.
Cited on page 150

S. PAGAN GRISO et al.; “Low-pr tracking in high pile-up environments with
EventIndex”; Technical report; CERN; Geneva (2024). https://cds.cern.
ch/record/2897513. 2 citations on pages 162 and 204

ATLAS COLLABORATION; “Luminosity determination in pp collisions
at /s = 13 TeV using the ATLAS detector at the LHC”; (2022).
Cited on page 172

ATLAS COLLABORATION; “Measurement of the exclusive vy — pu*u~ pro-
cess in proton-proton collisions at /s = 13 TeV with the ATLAS detector”;
Phys. Lett. B 777, pp. 303-323 (2018). 3 citations on pages 183, 184, and 247


https://cds.cern.ch/record/2758647
https://cds.cern.ch/record/2758647
https://cds.cern.ch/record/2758647
http://dx.doi.org/10.1007/jhep09(2023)051
http://dx.doi.org/https://doi.org/10.1007/JHEP07(2018)153
http://dx.doi.org/https://doi.org/10.1007/JHEP07(2018)153
http://dx.doi.org/https://doi.org/10.1007/JHEP07(2018)153
http://dx.doi.org/10.1007/jhep06(2024)187
http://dx.doi.org/10.1103/physrevd.110.012010
http://dx.doi.org/10.1007/jhep07(2023)229
http://dx.doi.org/10.1016/j.cpc.2014.04.012
http://dx.doi.org/10.1016/j.cpc.2012.01.022
http://dx.doi.org/10.1016/j.cpc.2012.01.022
http://dx.doi.org/10.1016/j.cpc.2012.01.022
https://cds.cern.ch/record/1700870
https://cds.cern.ch/record/2897513
https://cds.cern.ch/record/2897513
https://cds.cern.ch/record/2897513
http://dx.doi.org/10.1016/j.physletb.2017.12.043

4553

4554

4555

4556

4557

4558

4559

4560

4561

4562

4563

4564

4565

4566

4567

4568

4569

4570

4571

4572

4573

4574

4575

4576

4577

4578

4579

4580

4581

4582

4583

4584

4585

4586

202]

[203]

204]

[205]

[206]

[207]

[208)]

K. CRANMER; “Practical Statistics for the LHC”; (2015). https://arxiv.

org/abs/1503.07622; 1503.07622. Cited on page 188
G. CowAN et al.; “Asymptotic formulae for likelihood-based tests of new
physics”; Eur. Phys. J. C 71 (2011). 2 citations on pages 188 and 191

K. CRANMER et al.; “HistFactory: A tool for creating statistical models for
use with RooFit and RooStats”; Technical report; New York U.; New York
(2012). https://cds.cern.ch/record/1456844. Cited on page 189

W. VERKERKE & D. KIRKBY; “The RooFit toolkit for data model-
ing”; (2003). https://arxiv.org/abs/physics/0306116; physics/0306116.
Cited on page 189

L. MONETA et al;; “The RooStats Project”; (2011). https://arxiv.org/
abs/1009.1003; 1009.1003. Cited on page 189

X. QIAN et al.; “The Gaussian CLg method for searches of new physics”; Nucl.
Instrum. Meth. A 827, pp. 63-78 (2016). Cited on page 191

ATLAS COLLABORATION; “Modelling and computational improvements to
the simulation of single vector-boson plus jet processes for the ATLAS exper-
iment”; JHEP 2022 (2022). Cited on page 212

List of Tables

4.1 Naming conventions, locations relative to the ATLAS IP and accep-

tances of each AFP station during 2017. The acceptance range corre-
sponds to values of £ with at least 80% proton reconstruction efficiency. 73

4.2 The RP position parameters zgp (s,t) used at different points

throughout 2017 data-taking. The RMS beam width ¢ is around
200 (100) pm at the position of the NEAR (FAR) station [156]. . . . . 88

5.1 Results of R;,; measurements made in Birmingham and Toronto for

test chips from the same irradiation, at different temperatures. . . . . 123

5.2 Results of R;,; measurements of the test chip VPX37415-W174 in nor-

mal conditions and after extensive drying and annealing. . . . . . . . 124

6.1 Overview of the simulated signal samples considered in the analy-

sis, the corresponding programs used to perform the generation and
UEPS simulation steps, applied generator-level filters and the gener-
ated ranges of hypothesised signal masses. . . . . .. ... ... ... 145

6.2 Summary of object pre-selection for candidate events in the electron

and muon channels. . . . . . . .., 151


https://arxiv.org/abs/1503.07622
https://arxiv.org/abs/1503.07622
https://arxiv.org/abs/1503.07622
https://arxiv.org/abs/1503.07622
http://dx.doi.org/10.1140/epjc/s10052-011-1554-0
https://cds.cern.ch/record/1456844
https://arxiv.org/abs/physics/0306116
https://arxiv.org/abs/physics/0306116
https://arxiv.org/abs/1009.1003
https://arxiv.org/abs/1009.1003
https://arxiv.org/abs/1009.1003
https://arxiv.org/abs/1009.1003
http://dx.doi.org/10.1016/j.nima.2016.04.089
http://dx.doi.org/10.1016/j.nima.2016.04.089
http://dx.doi.org/10.1016/j.nima.2016.04.089
http://dx.doi.org/10.1007/jhep08(2022)089

4587

4588

4589

4590

4591

4592

4593

4594

4595

4596

4597

4598

4599

4600

4601

4602

4603

LIST OF TABLES

238

6.3

6.4

6.5

6.6

6.7

Al

Summary of the selection for signal events in each signal region, in
addition to the pre-selection detailed in Table 6.2. . . . . . . . . ...
Summary of fiducial volume selection criteria for signal events. . . . .
Summary of all considered systematic uncertainties for the signal and
background models, and their effects on the event yields of the cor-
responding samples. For the signal samples each generator is shown
separately, and the range of absolute observed changes in event yield
across all generated signal masses is given. . . . . . . .. .. ... ..
Binning used for signal models with each considered hypothesised sig-
nal mass, in each signal region. Wider bins are used in the low+high-
pr track veto signal region to compensate for reduce statistics. . . . .
Summary of fiducial volume selection criteria for signal events in the
CMS missing mass analysis [185]. . . . . . ... ... ... ... ...

Overview of the simulated samples used to model the central dilep-
ton component of the combinatorial background for the analysis, the
corresponding programs used to perform the generation and UEPS
simulation steps, and applied generator-level filters. . . . . . . . . ..

154
158



4604

4605

4606

4607

4608

4609

4610

4611

4612

4613

4614

4615

4616

4617

4618

4619

4620

4621

4622

4623

4624

4625

4626

4627

4628

4629

4630

4631

4632

4633

4634

4635

4636

4637

4638

4639

4640

List of Figures

2.1

2.2

2.3

24

2.5

2.6

2.7

3.1
3.2

Fundamental particles of the Standard Model (SM) of particle physics
[A]. .
Example (a) Leading Order (LO) and (b) and (c) Next-to-Leading
Order (NLO) Feynman diagram outlines. . . . . . . .. ... ... ..
Compilation of exclusion limits at 95% CL in the ALP-photon cou-
pling (1/A,) versus ALP mass (m,) plane obtained by different ex-
periments, adapted from [39], assuming a 100% ALP decay branch-
ing fraction into photons. The phase space probed by the analysis
presented in this thesis is shown in red. Recent results from measure-
ments of light-by-light scattering in collisions between heavy nuclei
(Pb) are shown from both the ATLAS experiment, the experiment
used in this thesis, and the CMS experiment, an equivalent experi-
ment at the same facility. Additionally, results from proton-proton
(pp) collisions measured by the same experiments are shown, in a
similar phase space to this analysis. . . . . ... ... ... ... ...
Summary of several SM total and fiducial production cross-section
measurements [72]. . ...

[lustration of the principle behind the Equivalent Photon Approxi-
mation (EPA). The electric field around a proton at ultra-relativistic
speeds becomes compressed such that it resembles a coherent flux of
photons. Adapted from [3].. . . . . .. ...

[Mlustration of the three scenarios for photon-induced central exclusive
production of some central state C, in the (a) elastic, (b) single-
dissociative and (c) double-dissociative channels. . . . . . . .. .. ..
Representation of t¢H production simulated in a Monte-Carlo (MC)
event generator, showing the initial hard interaction (central red blob)
and resulting quark and Higgs decays (smaller red blobs) and QCD ra-~
diative parton showers (red). Overlaid secondary interactions are also
shown (purple), with all final state partons below the energy threshold
hadronising (light green), before subsequently decaying (dark green).
Additional photon radiation occurring at various stages is also shown
(yellow) [86].. . . . . . . o

The full CERN accelerator complex as of 2022 [100]. . . . . ... ..
Luminosity-weighted distribution of the mean number of interactions
per crossing for the 2017 pp collision data at 13 TeV centre-of-mass
energy. [109] . . . . . ..



4641

4642

4643

4644

4645

4646

4647

4648

4649

4650

4651

4652

4653

4654

4655

4656

4657

4658

4659

4660

4661

4662

4663

4664

4665

4666

4667

4668

4669

4670

4671

4672

4673

4674

4675

4676

4677

4678

4679

4680

4681

4682

4683

4684

LIST OF FIGURES 240

3.3

3.4
3.5

3.6

3.7

3.8

3.9

3.10

3.11

3.12

3.13

3.14

3.15

3.16

3.17
3.18

4.1
4.2

4.3

4.4
4.5

4.6

Long term schedule for the LHC and future HL-LHC as of January

2025 [110]. . . o o o o 38
Layout of the ATLAS detector [111]. . . . . .. .. .. ... ... .. 40
Layout of the ATLAS Inner Tracking Detector composed of the Pixel

Detector, SCT and TRT [112]. . . . . . . . . ... ... ... .. ... 42
Layout of the ATLAS calorimeters composed of the LAr and Tile

Calorimeters [116]. . . . . . .. . ... ... ... 45
Cross section of a barrel module from the LAr calorimeter [117], with

three layers of decreasing granularity. . . . . . . . .. .. ... .. .. 47
Schematic of a barrel module from the Tile calorimeter [119]. . . . . . 48
Layout of the ATLAS Muon Spectrometer [120]. . . . . . . . ... .. 50

The positions of the four forward detectors of the ATLAS experi-
ment, used to measure particles with high-|n| and make luminosity

measurements [123]. . . ... Lo 52
The ATLAS TDAQ system in Run 2 showing the components relevant
for triggering as well as the detector read-out and data flow [129]. . . 54
Summary of ATLAS experiment reconstruction principles for each
particle type [133]. . . . . . ... 56
Global track parameters with respect to the perigee representation
[134]. . . 57

[Mustration of the track reconstruction process, with red layers for the
pixel detector, blue layers for the SCT and red circles showing Silicon

layer hits in the ID. Taken from [134]. . . . .. ... ... ... ... 58
Track reconstruction efficiency for each available working point as a
function of (a) pr and (b) n [137]. . . . . . . ... 60

Electron reconstruction efficiencies for each (a) identification and (b)
isolation working point, determined from Z — eTe™ decays as a func-
tion of transverse energy [144]. . . . . . . . ... L 65
Muon reconstruction categories in the ATLAS detector [145]. . . . . . 66
Muon reconstruction efficiencies for (a) each identification working
point and (b) the combined identification and isolation working points
used in this thesis, determined from J/¢ — ptp~ and Z — ptp~

decays as a function of transverse momentum [147]. . . . . .. .. .. 68
General scheme of the AFP spectrometer detectors [153]. . . . . . . . 73
Diagram of a FAR station Roman Pot (RP) module with SiT and
ToF detectors mounted [153]. . . . . ... ... ... ... ... 74
Photo of the SiT and ToF detectors for a single FAR station mounted
on the RP. Adapted from [153]. . . . . ... ... ... ... ..... 76
Simulation of radiation fluence through the SiT at 212 m [127].. . . . 76
Diagram of the 3D silicon pixel design used for the ATLAS IBL and
AFP SiT detectors [127]. . . . . . . . . . o 7

(a) Demonstration of the proton vertex z position reconstruction us-
ing ToF measurements on both sides of the AFP spectrometer and
(b) diagram of a single LQ-bar used in ToF [153]. . . . . . ... ... 78



4685

4686

4687

4688

4689

4690

4691

4692

4693

4694

4695

4696

4697

4698

4699

4700

4701

4702

4703

4704

4705

4706

4707

4708

4709

4710

4711

4712

4713

4714

4715

4716

4717

4718

4719

4720

4721

4722

4723

4724

4725

4726

4727

4728

4729

241

LIST OF FIGURES

4.7 Simulated dispersion of proton x and y positions in the AFP SiT
planes for particular values of proton £ and pr (a) for a particular
station and (b) compared between the NEAR and FAR stations on a

given side, for equally spaced values of azimuthal scattering angle [156].

4.8 Simulated difference Ax between proton x positions measured in the
NEAR and FAR stations on AFP Side A and the x coordinate mea-
sured in the NEAR station, as a function of proton ¢ and p,, demon-
strating the unique mapping existing between these properties [156]. .

4.9 ¢ and pr acceptance of the AFP spectrometer in standard running
conditions [160]. . . . . . . . . ...

4.10 Local coordinate system used for the AFP SiT planes, where the
origin is defined as the corner of the first SiT plane in a station.
Adapted from [3]. . . . . ... Lo

4.11 Evolution of the alignment parameter corresponding to translation in
the y axis over 20 iterations of the inter-plane alignment procedure,
with final values for each plane in ym. Each offset is calculated with

respect to plane 0 to remove dependence on the global alignment [156].

4.12 Example of the method for determining the in-situ correction for
global alignment, showing the xapp — x,, distribution in the AFAR
station for exclusive dimuon events (a) before and (b) after apply-
ing the correction. The raw signal distribution (left) is fitted to a
Gaussian and the fitted mean is taken as the correction [156].

4.13 Luminosity recorded over time by the ATLAS detector and AFP spec-
trometer in 2017 [163]. . . . . . . . ..o

4.14 Proton reconstruction efficiencies for each AFP station determined
from the “tag-and-probe” study, throughout 2017 data-taking as a
function of ATLAS run number. The uncertainties shown are statis-
tical [156]. . . . . . .

4.15 Distributions of the difference between £ measurements from protons
in the AFP spectrometer and from the dilepton system in the ATLAS
detector in exclusive dilepton production events in the muon channel

4.16 The zaras—2Tor distribution in double-tagged events measured in the
ATLAS detector in Run 341419. The excess of signal (purple) over
the background (yellow) is due to double-tagged events with both
protons originating in the same signal process [166]. . . . . . . . . ..

4.17 ToF train efficiencies determined using AFP calibration stream data
in ATLAS Run 331020 in the (a) AFAR and (b) CFAR stations, in
events with exactly one reconstructed SiT track [166]. . . . . . . . . .

5.1 Diagram showing the charge carrier concentration across a p—n junc-
tion, and the resulting electric field and built-in voltage [169].

5.2 The I-V behaviour of a diode for a large range of forward and reverse
bias voltages. Adapted from [173].. . . . . ... ... ... ... ...

5.3 A basic silicon strip sensor using a reverse biased p—n junction with

(a) DC and (b) AC coupling. Based on [174]. . . . .. ... ... ..

82

86



4730

4731

4732

4733

4734

4735

4736

4737

4738

4739

4740

4741

4742

4743

4744

4745

4746

4747

4748

4749

4750

4751

4752

4753

4754

4755

4756

4757

4758

4759

4760

4761

4762

4763

4764

4765

4766

4767

4768

4769

4770

4771

LIST OF FIGURES

242

5.4

5.5

5.6

5.7
5.8

5.9

5.10

5.11

5.12

5.13

(a) Defects which form in the silicon lattice due to bulk damage.
[Based on Figure 2.1 from [176]] and (b) the effects due to the resulting
new energy levels in the silicon band gap [176, 177]. . . . . . . .. ..

Simulation of the ITk layout, comprised of silicon pixel and strip
layers, with a barrel and endcap structure [178]. . . . . . ... .. ..

Schematic of the I'Tk layout, with pixel layers shown in red and strip
layers shown in blue [180]. . . . . . . ... ... ... ... ...

Test chip and MDS8 layout. . . . . . . . . ... ... ... ... ....

(a) Test chip bench with the different measuring instruments labelled
and (b) inside of the climate chamber where the box holding a wire-
bonded test chip is placed for measurements. . . . . . . . .. ... ..

Example MDS8 [V curve and corresponding k-factor of an unirra-
diated test chip, showing early breakdown at Vi.s = 434 V and rel-
atively high leakage current of 0.58 pA/cm? at 500 V, failing both
specifications for unirradiated test chips. . . . . .. ... ... .. ..

Example MD8 -V curve and corresponding k-factor of an irradiated
test chip, showing no breakdown below Vi, = 700V and relatively
low leakage current of 20.64 pA/cm? at 500 V, passing both specifi-
cations for irradiated test chips. . . . . . . . ... .. ... ...

Leakage current measured at Vi;,s = 500 V for all irradiated MDS8s
investigated by the author, plotted against irradiation date. Com-
bined results are shown for batches of test chips which were irradi-
ated together, with the number of test chips in each batch indicated
alongside the date of each irradiation. The locations of each irradi-
ation are also indicated, with the CERN IRRAD and Birmingham
MC40 irradiating using protons and Ljubljana using a combination
of neutrons and photons intended to be equivalent. For each batch,
the result is presented as a box plot, with the mean, minimum and
maximum measurements and the standard deviation all shown, as
demonstrated to the right of the plot. . . . . . . ... ... ... ...

MD8 C-V showing two linear fits of the regions above and below Vip,
with their intersection giving a measurement of Vep.. . . . . . . . ..

(a) Example I-V plots for each bias resistor on an irradiated test
chip, with extremely similar results obtained for each structure, such
that the resulting distributions overlap and not all are visible. (b)
Ryi.s measurements for every test chip investigated by the author,
as a function of irradiation date. Combined results giving the mean,
minimum and maximum measurements and the standard deviation
are shown for batches of test chips which were irradiated together,
with the number of test chips in each batch indicated alongside the
date of each irradiation. The location and particle type of each irra-
diation are also indicated. . . . . . . . . ... ... ...

105

110



4772

4773

4774

4775

4776

4777

4778

4779

4780

4781

4782

4783

4784

4785

4786

4787

4788

4789

4790

4791

4792

4793

4794

4795

4796

4797

4798

4799

4800

4801

4802

4803

4804

4805

4806

4807

4808

4809

4810

4811

4812

243

LIST OF FIGURES

5.14

5.15

5.16

5.17

5.18

Diagram of an interdigitated structure, with two sets of isolated n-
type strip implants arranged on top of a p-type bulk such that each
strip is neighboured on either side by strips from the other set. The
structure is surrounded by a bias ring to allow a voltage to be applied
to the bulk, and then a guard ring to isolate the structure from other
test chip components. Connecting pads (purple, numbered) are used
to make electrical connection to each set of strips through Pads 1-3
and 10-12, respectively, and to the bias ring via Pads 5-7. . . . . . ..

(a) Example inter-strip -V curves for each interdigitated structure
on an irradiated test chip and (b) Ry, measurements for every test
chip investigated by the author, split by structure type, as a function
of irradiation date. Combined results giving the mean, minimum
and maximum measurements and the standard deviation are shown
for batches of test chips which were irradiated together, with the
number of test chips in each batch indicated alongside the date of
each irradiation. The location and particle type of each irradiation
are also indicated. . . . . . . ... L

(a) Example inter-strip C—V plots for each interdigitated structure
on an irradiated test chip and (b) Cj,, measurements for every test
chip investigated by the author, split by structure type, as a function
of irradiation date. Combined results giving the mean, minimum
and maximum measurements and the standard deviation are shown
for batches of test chips which were irradiated together, with the
number of test chips in each batch indicated alongside the date of
each irradiation. The location and particle type of each irradiation
are also indicated. . . . . . . ..o oL

(a) Example leakage current I-V curve for the coupling capacitor on
an irradiated test chip and (b) Icpr, measurements for every test chip
investigated by the author, as a function of irradiation date. Com-
bined results giving the mean, minimum and maximum measurements
and the standard deviation are shown for batches of test chips which
were irradiated together, with the number of test chips in each batch
indicated alongside the date of each irradiation. The location and
particle type of each irradiation are also indicated. . . . . . . . . . ..

Diagram of the coupling capacitor, showing the n-type implant de-
posited on top of the p-type bulk. Connecting pads (purple, num-
bered) are used to make electrical connections, with the p and n-type
sides of the capacitor connected to Pads 10 and 11, respectively, and
additional unconnected reference pads provided to allow a reference
measurement of the capacitance of the measurement setup to be ob-
tained. . . . . .. L
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5.24

5.25

5.26

5.27

Ccpr, measurements for every test chip investigated by the author,
as a function of irradiation date. Combined results giving the mean,
minimum and maximum measurements and the standard deviation
are shown for batches of test chips which were irradiated together,
with the number of test chips in each batch indicated alongside the
date of each irradiation. The location and particle type of each irra-
diation are also indicated. . . . . . . . . ...

Diagram of the PTP structure, composed of n*-type strip implants on
top of a p-type bulk, surrounded by a bias ring which allows a voltage
to be applied to the bulk. Each strip is connected to the bias ring
via a bias resistor (red), with connecting pads (purple, numbered) to
allow electrical connections to the bias ring and each individual strip.
The whole structure is surrounded by a guard ring to isolate it from
other test chip components. . . . . . . ... .. ... ... ......

(a) Example I-V plots and (b) calculated Reg for each PTP struc-
ture measured on an irradiated test chip. Extremely similar results
are obtained for each structure, such that the plotted distributions
overlap and not all are visible. . . . . . . ... ... ... ... ...

Vprp measurements for every test chip investigated by the author,
as a function of irradiation date. Combined results giving the mean,
minimum and maximum measurements and the standard deviation
are shown for batches of test chips which were irradiated together,
with the number of test chips in each batch indicated alongside the
date of each irradiation. The location and particle type of each irra-
diation are also indicated. . . . . . . . ... ... ... L.

Results of R;,; measurements after a series of total annealing times
at room temperature (21°C) and low humidity (5%). . . ... .. ..

Mini sensor measurement setup, with the ALIBAVA daughter board
placed in the freezer, along with a “°Sr 3~ source, with the ALIBAVA
motherboard also connected to a scintillator and high voltage source-
meter. . . ...

Collected charge spectra obtained for 100,000 electron hits on a mini
sensor with the backplane reverse biased to (a) 300 V and (b) 1000
V, with fitted Landau ® Gaussian curves shown in red, and the cor-
responding best-fit parameters given. . . . . . .. .. ...

Linear fit of uncorrected peak collected charge in ADC counts as
outputted by the read-out chip as a function of the measurement
temperature. . . . . ... 0oL oL oL

Temperature-corrected most probable collected charge in electron
units plotted as a function of voltage for three irradiated mini sensors
A, B and C, before and after annealing. A and B were irradiated with
protons at Birmingham and C was irradiated using neutrons at the
Jozef Stefan Institute (JSI) in Ljubljana. . . . . . ... ... ... ..
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5.28 Most probable collected charge for every mini sensor investigated by
the author in Birmingham, with a reverse bias voltage of 500 V ap-
plied. The irradiation site and particle type of each sensor is shown,
with most irradiated using 27 MeV protons in Birmingham, and the
rest irradiated using neutrons at JSI in Ljubljana. The specification
requirements are highlighted, with all measured sensors passing the
requirements. . . ... ... Lo Lo e

6.1 Feynman diagram of the signal process pp — p (yy — € + X) p con-
sidered in this analysis. . . . . . . . . . . ... . L.

6.2 Missing mass acceptance region of the AFP spectrometer, where the
red line is a rough estimate of the maximum missing mass value which
can be obtained as a function of the highest proton £ measured in an
event, allowing the upper limit on myx acceptance of the AFP spec-
trometer to be extrapolated from its £ acceptance. The corresponding
limit for the tightened £ range considered in this analysis is addition-
ally shown. . . . . ..o

6.3 Event mixing procedure used to produce the data-driven model of the
combinatorial background for this analysis, with an example event

shiftof e =2. . . . . . .
6.4 Feynman diagram for Z + X production via a four-point photon in-
teraction. . . . . .. Lo

6.5 Effect of turning soft-survival effects on and off in a SUPERCHIC
simulated sample of exclusive dilepton production vy — ¢/, as a
function of the mass of the central system my,. . . . . . . . . . . . ..

6.6 (a) The simulated dependence on the soft-survival probability for ex-
clusive dilepton production as a function of the central rapidity 1
[80], equivalent to yzx in the current analysis, for EE events as used
here as well as SD and DD events. (b) The rapidity distribution for
the SUPERCHIC Z+ X signal model with my = 700 GeV in the muon
channel. . . . . . . .

6.7 Representative loop-induced Feynman diagrams contributing to Z +
H' production. . . . . ... ... ...

6.8 Feynman diagram for di-ALP production via photon fusion. . . . . .

6.9 Unit normalised comparison of generator-level kinematic distributions
generated for each signal model with a hypothesised signal mass of
mx = 500 GeV. For the MADGRAPH di-ALP model, mg, is set to
the Z boson mass. . . . . . . ... ... ...

6.10 The size of the luminous region in the ATLAS detector during /s =
13 TeV pp collisions in Run 2. The data points are the hourly average
of results of a maximum likelihood fit to the spatial distribution of
primary vertices collected over a two minute period. The luminosity
weighted average size is provided for each year. . . . .. ... .. ..

6.11 Width of the reconstructed missing mass distribution in simulated
signal samples as a function of hypothesised signal mass, for each
signal model and in each lepton channel. . . . . . ... .. ... ...
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6.14

6.15

6.16

6.17

6.18

6.19
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6.21

6.22

6.23

Examples of the different possible scenarios for a given event of how
many protons are detected on each side of the AFP spectrometer.

Example event with more than one loose proton per side, but exactly
one tight proton per side, which passes the signal selection but fails
a pre-selection requiring exactly one loose proton per side. . . . . . .
Comparison of the ratio of the expected cross section upper limits ob-
tained for each signal model between progressively increasing dilepton
PT CULS. . . . e e
(a) Missing mass distributions and (b) average missing mass (my)
versus average interactions per bunch crossing (i) separated by data-
taking period, with the loose 0.02 < £ < 0.12 proton selection applied.
The different normalisations in (a) are expected due to the total in-
tegrated luminosity differing between each data-taking period. The
error bars in (b) correspond to errors on the mean values. . . . . . . .
(a) Missing mass distributions and (b) average missing mass (my)
versus average interactions per bunch crossing (4) separated by data-
taking period, with the tightened 0.035 < £ < 0.08 proton selection
applied. . . . . .
Fiducial selection efficiency of each signal model in the (a) muon and
(b) electron channel. Efficiencies calculated from additional SUPER-
CHic samples without generator level filters applied are overlaid to
verify that the filter efficiency is correctly accounted for. . . . . . ..

The estimated efficiency for signal and background processes in data
with respect to the track veto selection with different considered win-
dow sizes (corresponding to the minimum allowed track distance from
the dilepton vertex). . . . . . . ... o o
Track veto signal efficiency observed directly in simulated signal sam-
ples as a function of signal mass, for each model and lepton channel. .
Number of data events as a function of the maximum number of
additional high-pr tracks with 0.5 mm of the dilepton vertex. . . . . .
Comparison of background models produced using normal data versus
filtered data with a cut of N2 %50 1. < 15 imposed on the number of
additional high-pr tracks within 0.5 mm of the dilepton vertex, using
different numbers of summed event-mixed samples. Results are shown
for the muon channel. The red and blue lines on the ratio plots show
the statistical uncertainty (\/N ) of the corresponding distributions
in the top panels. The same level of agreement is observed in the
electron channel. . . . . .. .. ... oo oo

Comparison of estimated background and signal event yields in simu-
lated Z+jets events obtained when applying high-pt versus low+high-
pr track vetoes for different considered window sizes. The signal event
yield is scaled to an arbitrary cross section, as only the ratio between
the two veto yields is considered. . . . . . . . ... ... ...
Comparison of signal events to the dominant combinatorial back-
ground process for the analysis. . . . . ... ... ...
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6.24 Reconstructed missing mass mx distributions from the combined sim-
ulated background model produced with all considered background
contributions, after all signal selections are applied except for the
track veto and dilepton pr cut, in the (a) muon and (b) electron
channels. . . . . . . . ..

6.25 Example of an event with both signal protons correctly measured
by the AFP spectrometer (left) and an event where one of the signal
protons is missed by the AFP spectrometer and a single pile-up proton
from a background interaction is measured in its place (right).

6.26 Comparison of lepton kinematic distributions in events with positive
versus negative reconstructed missing mass. . . . . . .. .. ... ..

6.27 Comparison of track veto signal efficiencies estimated as a function of
the mean number of interactions per bunch crossing pu, using a pile-
up based approach and calculated directly from the lepton vertex, in
simulated data in the (a) muon and (b) electron channels. The ratio
is fitted to a quadratic polynomial to reduce statistical fluctuations,
and the fit range is limited to within +20 of the mean value of u to
remove outliers. . . . . ... Lo
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station for double-station reconstructed protons across the nominal
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6.29 Missing mass distributions in blinded data for each AFP systematic
which affects proton reconstruction methodology (a) before applying
the track veto selection and (b) after applying the high-pr track veto.

6.30 Bin-by-bin statistical uncertainty determination for the event-mixed
background model estimated using bootstrapping, for different num-
bers of averaged orthogonal event-mixed samples N. The uncertain-
ties are shown for each bin in the top panel, with the fractional un-
certainty (divided by the absolute value) shown in the bottom panel.

6.31 Difference |Ap| between the average number of interactions per bunch
crossing for the central event and the proton event used in the event-
mixing procedure, for different total numbers of combined samples.

6.32 Comparison between unit-normalised missing mass distributions (nor-
malised) (a) before and (b) after track veto using events with low
|Ap| < 5 and high |Ap| > 10. The expected statistical fluctuations
in each case are shown in red/blue on the ratio plot. . . . . . . .. ..

6.33 Comparison between missing mass distributions (a) before and (b)
after track veto when mixing both protons per event (double-mixing)
and only on one side (single-mixing). The expected statistical fluctu-
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6.34 (a) Exclusive vy — p*u~ differential fiducial cross-section measure-
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the ratios of measured and predicted cross-sections to the bare EPA
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6.35 Comparison of the missing mass distribution between blinded data
and the data-driven background model in the (a) muon and (b) elec-
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Comparison between unblinded data and the data-driven background
model in the muon channel with only pre-selection cuts applied for
distributions of (a) dilepton pair pr, (b) proton ¢ and (c) missing
mass my. The expectations for a signal with a hypothesised mass of
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CP Combined Performance
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CT Calorimeter-Tagged

CTP Central Trigger Processor
DAQ Data Acquisition
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sus  LEIR Low Energy Ion Ring

sus LIEEP Large Electron-Positron

sz LHC Large Hadron Collider

sus LHCb Large Hadron Collider beauty
suo LINAC2 Linear Accelerator 2

siso. LINAC3 Linear Accelerator 3

sisi LINAC4 Linear Accelerator 4

si2 L1 Level 1

sis3. LO Leading Order

sise LQ L-shaped Quartz

siss. LS Long Shutdown

siss. LUCID Luminosity Cherenkov Integrating Detector
sisz. MC Monte-Carlo

siss MCP-PMT Microchannnel Plate Photomultiplier Tube
siss. MID8 Monitor Diode

sico  IVIDT Monitored Drift Tubes

s IVIE Muon Spectrometer Extrapolated
sie MET Missing Transverse Energy

si3  IVIPI Multi-Parton Interactions

sies. VMIIP Minimally Tonising Particle

sis IVIPT Multi-Parton Interaction

s IVIS Muon Spectrometer

sisv. . NIEL Non-Ionising Energy Loss

sie NLO Next-to-Leading Order

s INP Nuisance Parameter

sin. PCB Printed Circuit Board

sin PDF Parton Distribution Function

siz PID Particle Identification
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PPS Precision Proton Spectrometer
PS Proton Synchrotron

PTP Punch-Through Protection
PV Primary Vertex

QA Quality Assurance

QCD Quantum Chromodynamics
QED Quantum Electrodynamics
QFT Quantum Field Theory
Rol Region of Interest

RF Radio Frequency

RMS Root Mean Square

RP Roman Pot

RPC Resistive-Plate Chamber
SA Stand-alone

SCR Space Charge Region

SCT Semi-conductor Tracker

SD Single Dissociative

SiT Silicon Tracker

SM Standard Model

SPS Super Proton Synchrotron

SSB Spontaneous Symmetry Breaking

ST Segment-Tagged

SUSY Supersymmetry

TDAQ Trigger and Data Acquisition
TGC Thin-Gap Chamber

TID Total Ionising Dose

ToF Time-of-Flight

TOTEM TOTal and Elastic Measurement



5201

5202

5203

5204

5205

5206

5207

255 APPENDIX B. DEFINITIONS OF ACRONYMS

TRT Transition Radiation Tracker

UE Underlying Event

UEPS Underlying Event and Parton Shower
UV Ultraviolet

VEV Vacuum Expectation Value

YETS Year-end Technical Stop

ZDC Zero Degree Calorimeter
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